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Abstract

With abstraction layers, the implementation details of software and hard-
ware components are hidden away to deal with the complexity of modern
computer systems. While the Instruction Set Architecture (ISA) serves
as an interface between the CPU and the software running on it, the com-
puter microarchitecture is the actual hardware implementation of the ISA.
The clearly defined interfaces do not only cover up the complexity but
also allow different variants of the microarchitecture to be built. While
they all fulfill the contract defined by the ISA, they can differ in other
aspects, such as performance, security, energy efficiency, or other physical
properties. Microarchitectural attacks exploit these variations occurring
on the microarchitectural level of modern CPUs. With side-channel at-
tacks and fault attacks, there are different ways that allow learning from
and tampering with the actual implementation. These attacks allow ad-
versaries to extract sensitive information processed on the system, e.g.,
cryptographic keys or user behavior.

In this thesis, we expand the landscape of software-based microarchi-
tectural attacks and defenses. By exploring the security implications of
different optimizations, we identify previously unknown attack vectors,
allowing us to circumvent the most fundamental security guarantees of
modern processors. We combine traditional physical side-channel analy-
ses with software-based microarchitectural attack techniques to leak sen-
sitive information processed on the CPU. We enlarge our understanding
of which settings and circumstances facilitate different existing attacks
and give new insights into developing effective and efficient mitigations.

In the first part of this thesis, we discuss the contributions of this thesis
and provide background on CPU architecture and memory organization,
as well as side-channel attacks and fault attacks. Furthermore, we dis-
cuss the state of the art of software-based microarchitectural attacks and
defenses. In the second part, a selection of my peer-reviewed publications
is provided without modification from their original versions.
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Part I.

Exploiting Microarchitectural
Optimizations from Software
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1
Introduction and Contribution

In software engineering and computer science, interfaces are defined
boundaries that are shared between two or more components enabling
them to interact with each other. These components exist in software
and hardware, can be a combination of both, or in fact, even peripheral
devices or human beings interacting with a device [108]. By specify-
ing how components are supposed to interact with each other, what the
expected behavior of the other component is, interfaces grant great flex-
ibility in the implementation of the component as long as the expected
behavior is maintained.

By abstracting away components of a system, simple interfaces do not
only cover up the complexity of the system but allow different variants
of a component to be implemented. For example, in a software project, a
new, more performant algorithm is implemented for a defined interface.
Conforming to the interface’s specification, this allows it to easily replace
the old implementation without the need to modify the rest of the system.
However, these interfaces do not only exist within software projects but
also between applications and the operating system or between developers
and the actual hardware. While the implementations all fulfill the same
purpose, they can differ in other aspects like the performance.

Architecture vs. Microarchitecture

In computing, an architecture typically refers to the instruction set ar-
chitecture (ISA), also called computer architecture. While the ISA serves
as an interface between the CPU and the software running on it, the
computer microarchitecture is the actual hardware implementation of
the architecture [103]. Thus, the complexity of the implementation is
abstracted away by the (less complex) architecture specification. With
different microarchitectures implementing the same architectural specifi-
cation, the same application can perform differently on them, i.e., while

3



4 Chapter 1. Introduction and Contribution

the computed results are the same, the runtime performance, energy ef-
ficiency, or other physical properties may vary. However, this view is
not limited to the central processing unit alone but can be applied to
every abstraction layer. This includes other hardware interfaces, e.g., the
DRAM, as well [154, 267]. As long as the memory module conforms to
the specification, the manufacturer can carry out its implementation in
different ways. Furthermore, this view is not limited to hardware alone.
For instance, the operating system provides an interface for user space
applications to interact with it, i.e., system calls and signals. Thus, dif-
ferent versions of an operating system can be seen as different microarchi-
tectures as well, as the internal workings of the operating system might
differ while the functional correctness remains.

Optimizing Behind Closed Doors

In the past, modern processors have been solely optimized for perfor-
mance and power consumption. As end customers demand faster and
faster processors, manufacturers have to improve and optimize their pro-
cessors as much as possible. In a benchmark-defined world, every cycle
counts and plays a role in the market shares of manufacturers. Moreover,
operating systems and user-space applications try to get the most out of
the platform they are running on.

One typical way to increase the performance is to optimize for the com-
mon case, which is the case that occurs the most frequently. If the com-
mon case how an interface is used can be handled more efficiently, forming
a fast path of its execution, than uncommon cases (like corner cases or
runtime errors), it results in a better performance.

The clear abstraction boundaries defined by interfaces enable us to do
whatever we want in the underlying implementation as long as the behav-
ior visible to the user of the interface meets the definition of the interface.
This grants developers endless possibilities of implementing the interface
and, thus, how they can optimize the microarchitecture for different fac-
tors.

There are many different ways and locations that allow improving the
performance of an application running on a system: With compiler op-
timizations, the source code is transformed and optimized for different
attributes [200]. With runtime optimizations, different interpreters, e.g.,
JavaScript engines [291], or other runtime environments, e.g., Java vir-
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tual machines [301], optimize the program during runtime depending on
the workload. The operating system the application is running on can be
tuned to not only give an application more resources but also in the way
these resources and the communication from the application is handled.
For instance, one of the main tasks of the operating system is to manage
the memory of the system. To do that, it needs to create the necessary
structures for processes to assign segments of the memory. While several
optimization techniques, e.g., copy-on-write, demand paging, swapping
or memory deduplication, allow optimizing the memory consumption of
applications and increase the performance of the system, they are not
visible to the user space application itself [281]. The hardware, i.e., the
processor, that executes the software allows for optimizations. Besides
the CPUs clock rate, there are many factors that influence the perfor-
mance of the processor. Different sizes and properties of caches play a
role, as well as if the processor has out-of-order or in-order execution [268].
Furthermore, the use of various predictors can increase the performance
drastically [103].

Thus, in order to speed up the overall performance of the system, security
guarantees of the architecture have often been ignored on a microarchi-
tectural level. As the inner workings of the microarchitecture are hidden
and cannot be inspected from the outside, and as long as these assump-
tions are guaranteed to hold on an architectural level, the systems behave
as expected.

In this thesis, we focus on the security implications these types of opti-
mizations can yield.

Shining light through the opaque

Clearly, defining interfaces and abstracting away complexity led us to be-
lieve that the implementation appears to be an opaque black box and that
its inner workings cannot be inspected from the outside. This assumption
even allows to ignore security guarantees on the microarchitectural level
in order to improve the performance [105, 244, 272]. However, informa-
tion can not only be transmitted over legitimate channels by the specified
interfaces, but an implementation can reveal additional information over
so-called incidental channels [127], e.g., the response time or the energy
consumed by the implementation. These channels serve as side channels
if the victim leaks information over this channel, enabling side-channel
attacks if the leaked information can be exploited by an adversary.
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With side-channel attacks and fault attacks, there are non-invasive and
respectively invasive ways allowing to learn from and tamper with the
actual implementation of a device to deduce sensitive information [184].
While these attacks typically require physical access to the hardware, we
want to focus on similar techniques, however, by mounting attacks against
these interfaces from software only.

Side-Channel Attacks. With the assumption that the inner workings of
the microarchitecture can not be inspected, side-channel attacks are usu-
ally not taken into account in the processor’s threat model. Side-channel
attacks exploit information leakage of a system’s implementation in hard-
ware and software. Typically, physical properties like power consumption
or magnetic radiation are monitored, and the obtained measurements are
used to deduce otherwise inaccessible information. As an example, when
executing a cryptographic operation, in some algorithms, the processor
has to perform a more power-consuming operation when processing a ‘1’
key-bit than when processing a ‘0’ [254]. By monitoring the power con-
sumption, an attacker can correlate the power trace with the operations
performed and, thus, recover the entire key [184]. Here, the attacker
observes indirect information about the key, i.e., metadata. More specif-
ically, with knowledge of the power consumption of specific operations,
this information can be mapped to the key, but the key cannot be read
out directly.

Historically, side-channel attacks required physical access to the target
under attack to either connect probes or other peripherals to perform the
measurements [184]. However, in recent years, many different software-
based attacks surfaced, thus, lifting the requirement of physical access [275].
Many microarchitectural side-channel attacks target the cache of the pro-
cessor. As a transparent optimization technique in the microarchitec-
ture, caches are small but fast memory, allowing the processor to access
recently-used data faster. The timing difference introduced by data be-
ing cached or not allows an attacker to build software-based side-channel
attacks. These so-called cache attacks allow attacking cryptographic algo-
rithms [287, 334, 335], monitor user behavior [94, 174, 220], spy on virtual
machines [114, 131], or attack ASLR [79] and kernel ASLR (KASLR) [89,
110, 140, 320].
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Fault Attacks. With fault attacks, an adversary intentionally brings
devices for a short time into physical conditions which are outside the
device’s specification. This can be achieved by temporarily using incor-
rect supply voltages, exposing the device to high or low temperature,
radiation, or by dismantling the chip and shooting at it with lasers. If
software can bring the device to the border or outside of the specified op-
erational conditions, software-induced hardware faults are possible [153,
282]. With the Rowhammer bug, Kim et al. [153] demonstrated a hard-
ware reliability issue in DRAM where repeatedly accessing a specific mem-
ory location flips bits in physically adjacent memory locations. These
bit flips have been exploited to obtain arbitrary write primitives [266],
root privileges [91, 300] or to read inaccessible memory locations [161].
CLKSCREW [282] exploited software-exposed energy management mech-
anisms to induce faults during computations on ARM-based devices. By
undervolting the CPU [53, 150, 202, 203, 230–232] through a software
interface, faulty computations allow to leak sensitive data.

1.1. Main Contributions
The main contributions of this thesis demonstrate the security impli-
cations of various microarchitectural optimizations by exploiting them
through software-accessible interfaces.

The contributions of this thesis advance the state of the art of microar-
chitectural attacks and defenses by:

• Discovering Transient-Execution Attacks. With Meltdown (Chap-
ter 6), we exploit the transient execution of instructions before a
fault is actually handled in out-of-order CPUs, while with Spectre
[156], we exploit the transient execution of instructions caused by
mispredictions. This attack does not only bypass the most funda-
mental security guarantees of modern processors by circumventing
memory isolation, but it allows, in contrast to classical side-channel
attacks, to leak data processed on the machine directly. With Melt-
down and Spectre, a whole new research field emerged in the area
of microarchitectural attacks, namely transient-execution attacks.

• Identifying previously unknown attack vectors. With Takeaway
(Chapter 5), we reverse-engineer the cache way predictor of AMD
CPUs and present two new attack techniques leaking metadata to
recover sensitive information.
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• Exploring if different existing attacks can be mounted remotely.
With Nethammer (Chapter 7), we show that Rowhammer faults
can be induced on commodity hardware through network requests
alone, enabling adversaries to induce bit-flips without any control
over the code executed on the target machine. We show that the
interrupt-based attack vector described in KeyDrown can also be
mounted from JavaScript within a browser, enabling a remote way
to observe inter-keystroke timings. By targeting the interrupt han-
dling, we observe inter-keystroke timings of a user’s PIN or pass-
word in sandboxed JavaScript and infer URLs entered by a user on
personal computers and smartphones (Chapter 8).

• Combining traditional physical side-channel analysis with modern
software-based microarchitectural attack techniques. With PLATY-
PUS (Chapter 9), we exploit the processor’s energy consumption
available to software to infer data and extract cryptographic keys.
While the update interval of the interface is low compared to tra-
ditional oscilloscopes used for physical side-channel attacks, we use
techniques from microarchitectural attacks to control the execution
of SGX enclaves and overcome these limitations to extract crypto-
graphic keys.

• Giving new insights into efficiently mitigating attacks. Discover-
ing new attack vectors and studying existing ones in more depth
allows us to better understand the requirements for efficient mitiga-
tions. With KAISER (Chapter 10), we initially proposed a stronger
page-table isolation for operating systems to mitigate various side-
channel attacks on KASLR. In addition, it turned out that the de-
sign of KAISER offered a software-only defense to protect against
the Meltdown attack and, thus, has been adopted in every major
operating system.

The rest of this section briefly describes the individual contributions of
this thesis, while Part II includes the corresponding peer-reviewed publi-
cations. However, as only a subset of the contributions conducted during
my Ph.D. is included within this thesis, a brief description of other results
can be found in Section 1.2.

Take a Way: Exploring the Security Implications of AMD’s Cache
Way Predictors. To optimize the energy consumption and performance
of their processors, AMD deploys a way predictor for the L1 data cache
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to predict in which way of the cache a certain address is stored. The
implementation tags each cache line with a linear-address-based micro-
tag that is computed using an undocumented hash function. In this
work, we first reverse-engineer this hash function in microarchitectures
from 2011 to 2019 and present two new attack techniques using the way
predictor as a side channel: Collide+Probe and Load+Reload. Based on
these techniques, we demonstrate a covert channel, reduce the entropy of
ASLR on the kernel (KASLR) and in the browser, recover cryptographic
keys and exfiltrate secret data from the kernel using a Spectre attack.

The paper “Take a Way: Exploring the Security Implications of AMD’s
Cache Way Predictors” was published at AsiaCCS 2020 in collaboration
with Vedad Hadžić, Michael Schwarz, Arthur Perais, Clémentine Maurice,
and Daniel Gruss.

Meltdown: Reading Kernel Memory from User Space. Under the as-
sumption that the microarchitectural state is invisible and that microar-
chitectural state changes cannot be observed, security guarantees could be
ignored during transient execution as they have no visible consequences.
As microarchitectural side-channel attacks have been limited to leak only
metadata about the execution of a program, i.e., executed instructions or
data accesses, they are usually not taken into account in the processor’s
threat model. With Meltdown, however, we exploit that during transient
execution, the permission check required by the page tables is deferred
on some microarchitectures. Thus, architecturally inaccessible data is
forwarded to the adversary in the transient domain. Using a microar-
chitectural covert channel, the adversary can transmit the data to the
architectural domain leaking arbitrary memory.

Together with Spectre [156], Meltdown describes a new class of microar-
chitectural attacks and paved the way for a variety of transient-execution
attacks and their necessary mitigations. With Foreshadow [293], Zom-
bieload [262], RIDL [251], Fallout [46], CrossTalk [236], LazyFP [276],
CacheOut [248, 252], and Medusa [197] many other Meltdown-type at-
tacks followed, highlighting the importance and research interest in the
new field of transient-execution attacks. We discuss the state of the art
and, thus, the immense research efforts that followed our discovery in Sec-
tion 3.2.

The paper “Meltdown: Reading Kernel Memory from User Space” was
published at USENIX Security Symposium 2018 in collaboration with
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Michael Schwarz, Daniel Gruss, Thomas Prescher, Werner Haas, Anders
Fogh, Jann Horn, Stefan Mangard, Paul Kocher, Daniel Genkin, Yuval
Yarom, and Mike Hamburg.

Practical Keystroke Timing Attacks in Sandboxed JavaScript. To
mount a keystroke timing attack, an attacker so far either requires phys-
ical access to the device under attack [199], or local code execution [94,
199, 261]. We investigated whether the interrupt-based attack vector de-
scribed in our paper “KeyDrown: Eliminating Software-Based Keystroke
Timing Side-Channel Attacks” [261] can also be mounted from JavaScript
within a browser. We showed that we could not only successfully spy on
keystrokes on desktop machines but also on touches and swipes on mobile
phones. We showed that an attacker could distinguish between website
URLs a user entered in the browser bar and between users time-sharing
a machine.

The paper “Practical Keystroke Timing Attacks in Sandboxed JavaScript”
was published at ESORICS 2017 in collaboration with Daniel Gruss,
Michael Schwarz, David Bidner, Clémentine Maurice, and Stefan Man-
gard.

KASLR is Dead: Long Live KASLR. As recommended by Intel [118],
the kernel should be mapped into the address space for every user appli-
cation. However, for kernel pages, the userspace-accessible bit in the page
tables is not set. Therefore, the address space is separated into virtually
two; one for user mode and one for kernel mode.

However, this single mapping enabled various side-channel attacks break-
ing KASLR [89, 110, 140]. In 2016, we already proposed a change to
operating systems to mitigate prefetch side-channel attacks [89] that sets
up two mappings, one for the kernel and one for the user space appli-
cation. We implemented this idea as a proof-of-concept patch for the
Linux kernel and evaluated that it successfully impedes the attacks. In
the meantime, the stricter isolation provided by KAISER proved itself
useful as it also protects against the Meltdown attack [177] and, thus,
has been adopted in every major operating system by now.

The paper “KASLR is Dead: Long Live KASLR” was published at ES-
SoS 2017 in collaboration with Daniel Gruss, Michael Schwarz, Richard
Fellner, Clémentine Maurice, and Stefan Mangard.
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Nethammer: Inducing Rowhammer Faults through Network Requests.
The Rowhammer attack has always been considered a local attack where
the attacker requires access to the machine to execute code or has to
trick a victim into accessing a malicious website that induces bit flips via
JavaScript [88]. With one-location hammering [88], the question arises
whether it is possible to trigger bit flips remotely over the network with-
out the execution of attacker-controlled code. By simply crafting mini-
mal packets and sending them as fast as possible to the victim machine,
we showed that bit flips can be induced remotely on commodity hard-
ware. We demonstrated a series of remote attacks leading to temporary
or persistent errors in the system. Furthermore, we demonstrated that
the hardware countermeasure target-row-refresh (TRR) is insufficient to
protect against local and remote Rowhammer attacks.

The paper “Nethammer: Inducing Rowhammer Faults through Network
Requests” was published at the SILM Workshop 2020 in collaboration
with Michael Schwarz, Lukas Raab, Lukas Lamster, Misiker Tadesse Aga,
Clémentine Maurice, and Daniel Gruss.

PLATYPUS: Software-based Power Side-Channel Attacks on x86. In
a classical power side-channel attack setting, an adversary requires phys-
ical access to the device to monitor the energy consumption using an os-
cilloscope. To remain within power constraints, CPU vendors provide an
interface to internal power meters allowing to obtain the energy consump-
tion of the core, main memory, or the entire package. On Intel CPUs,
the Intel Running Average Power Limit (RAPL) grants software access to
these energy measurements. While the update interval of RAPL is rather
low in contrast to real oscilloscopes, we show that with sufficient statisti-
cal evaluation, we can observe variations in the power consumption. This
does not only allow us to distinguish between different instructions but
also between different Hamming weights of operands and memory loads.

With PLATYPUS, we exploit the unprivileged access to this interface to
leak AES-NI keys from Intel SGX and the Linux kernel, break KASLR
and establish a timing-independent covert channel. Furthermore, we
leverage tools from microarchitectural attacks to precisely control the ex-
ecution of an Intel SGX enclave in combination with the RAPL interface
to recover RSA keys processed within the enclave.

The paper “PLATYPUS: Software-based Power Side-Channel Attacks
on x86” was published at IEEE S&P 2021 in collaboration with An-
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dreas Kogler, David Oswald, Michael Schwarz, Catherine Easdon, Clau-
dio Canella, and Daniel Gruss.

1.2. Other Contributions
In this section, we want to briefly discuss other publications I have con-
tributed to during my Ph.D. that are not included within this thesis.

KeyDrown. While in many cases where the implementation of a crypto-
graphic algorithm can be attacked with a side-channel attack, the actual
implementation can be protected by modifying the code or switching to
other implementation primitives. However, protecting against attacks
monitoring user input by observing keystrokes is more difficult. Our
idea to mitigate such attacks is to artificially generate fake interrupts
that introduce indistinguishable behavior in the observed side channel.
User keystrokes are treated as noise on their own and are blended in the
noise of the generated artificial keystrokes such that an attacker cannot
distinguish between real and fake key strokes. While introducing noise
as a countermeasure against side-channel attacks usually increases the
number of measurements required to mount the attack successfully, the
introduced noise renders keystroke attacks in this scenario infeasible.

The paper “KeyDrown: Eliminating Software-Based Keystroke Timing
Side-Channel Attacks” was published at NDSS 2018 in collaboration
with Michael Schwarz, Daniel Gruss, Samuel Weiser, Clementine Mau-
rice, Raphael Spreitzer, and Stefan Mangard.

JavaScript Zero. With “Practical Keystroke Timing Attacks in Sand-
boxed JavaScript” [173], we proposed a fine-grained permission system in
JavaScript for browsers to mitigate browser-based side-channel attacks.
Typically, attacks in web browsers exploit primitives that are either rarely
used or used in an unintended way. We checked how many of the prim-
itives that have been used to mount side-channel attacks or exploits in
browsers are used on the 10 most popular websites [14]. We figured out
that many of them are not used at all. While some sites rely on some
features, they do not necessarily rely on the high resolution a feature
provides. The idea of this work is to introduce a dynamic approach that
removes these features or modifies their behavior in a way that mitigates
the attacks but does not influence the usability of the websites.
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The paper “JavaScript Zero: Real JavaScript and Zero Side-Channel At-
tacks” was published at NDSS 2018 in collaboration with Michael Schwarz
and Daniel Gruss.

Another Flip. The Rowhammer bug [153] is a disturbance error in DRAM
where repeatedly accessing a memory location leads to bit flips in physi-
cally adjacent locations. This hardware issue can be triggered from soft-
ware and, thus, has been exploited in various attack settings [69, 91, 179,
299]. In this work, we propose a new hammering technique where we re-
peatedly only access a single memory location. Furthermore, we showed
that using this technique in combination with Intel SGX and by inducing
bit flips in the program code; we can circumvent all existing Rowhammer
defenses.

The paper “Another Flip in the Wall of Rowhammer Defenses” was pub-
lished at IEEE S&P 2018 in collaboration with Daniel Gruss, Michael
Schwarz, Daniel Genkin, Jonas Juffinger, Sioli O’Connell, Wolfgang Schoechl,
and Yuval Yarom.

Use-After-FreeMail. Another class of attacks is use-after-free attacks,
where an application attempts to access a recently freed memory location.
We generalized these attacks and demonstrate that they can be applied
to different settings, e.g., to email addresses.

The paper “Use-after-freemail: Generalizing the use-after-free problem
and applying it to email services” was published at AsiaCCS 2018 in
collaboration with Daniel Gruss, Michael Schwarz, Matthias Wübbeling,
Simon Guggi, Timo Malderle, and Stefan More.

Double-Fetch Bugs. Double-fetch bugs are an exploitable race condi-
tion where a privileged context accesses an unprivileged external resource
multiple times. If the content of the external resource can be modified
in between accesses, the other access to a now different value can be
exploitable, e.g., time-of-check to time-of-use (TOCTTOU). We showed
that cache side channels allow detecting such bugs in code and that they
can be used as a trigger signal, outperforming state-of-the-art exploita-
tion techniques. Furthermore, we showed that Intel TSX can be used to
mitigate the exploitation of double-fetch bugs automatically.



14 Chapter 1. Introduction and Contribution

The paper “Automated Detection, Exploitation, and Elimination of
Double-Fetch Bugs using Modern CPU Features” was published at Asi-
aCCS 2018 in collaboration with Michael Schwarz, Daniel Gruss, Clé-
mentine Maurice, Thomas Schuster, Anders Fogh, and Stefan Mangard.

Spectre. Simultaneously to our work on Meltdown [177], we identified
issues with speculative execution in modern processors caused by the
mispredictions of branch predictors in the CPU. We showed that we can
influence the predictors to speculatively execute code that would architec-
turally never be executed and, consequently, leak sensitive data accessed
by the victim.

The paper “Spectre Attacks: Exploiting Speculative Execution” was pub-
lished at IEEE S&P 2019 in collaboration with Paul Kocher, Daniel
Genkin, Daniel Gruss, Werner Haas, Mike Hamburg, Stefan Mangard,
Thomas Prescher, Michael Schwarz, and Yuval Yarom.

NetSpectre. With the same question as with Nethammer [179], we
wanted to investigate if it is possible to exploit Spectre attacks over the
network. We demonstrated how an attacker can leak data remotely over a
network-accessible API by measuring the response time of network pack-
ets. Furthermore, we presented a novel side channel abusing Intel AVX
instructions.

The paper “NetSpectre: Read Arbitrary Memory over Network” was pub-
lished at ESORICS 2019 in collaboration with Michael Schwarz, Martin
Schwarzl, Jon Masters, and Daniel Gruss.

A Systematic Evaluation of Transient Execution Attacks and Defenses.
After Meltdown [177] and Spectre [156], a new research field of transient-
execution attacks opened up. After the disclosure of Foreshadow [293] and
Foreshadow-NG [292], we systematically analyzed all the remaining bits
in the page tables as well as other exceptions that can be exploited with
Meltdown-type attacks as well as predictors exploited with Spectre-type
attacks. This uncovered 6 new attacks.

The paper “A Systematic Evaluation of Transient Execution Attacks and
Defenses” was published at USENIX Security Symposium 2019 in collab-
oration with Claudio Canella, Jo Van Bulck, Michael Schwarz, Benjamin
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von Berg, Philipp Ortner, Frank Piessens, Dmitry Evtyushkin, and Daniel
Gruss.

ConTExT. In order to fully defend against transient-execution attacks,
we investigated if a software-hardware co-design is possible that would
protect sensitive data but keep the performance gain introduced by spec-
ulative execution. Thus, we proposed ConTExT, which makes the hard-
ware aware of secrets by annotating them in code and passing this infor-
mation on to the lower levels, and forcing the hardware not to use secrets
when speculating.

The paper “ConTExT: A Generic Approach for Mitigating Spectre” was
published at NDSS 2020 in collaboration with Michael Schwarz, Claudio
Canella, Robert Schilling, Florian Kargl, and Daniel Gruss.

ZombieLoad. Within our Meltdown research [177], we discovered a vari-
ant that allowed leaking values not only from the cache but also from the
Line Fill Buffer (LFB). With ZombieLoad, we continued in that direc-
tion to leak data from the load buffers. We were able to leak currently
processed data of a thread running in parallel or previously processed
data on the same core. With those techniques, we can leak loads and
stores from load ports, the line fill buffer, and the store buffer. With one
particular variant, called TSX Asynchronous Abort (TAA), we demon-
strated that these attacks even work on CPUs that already have hardware
mitigations against the other variants. We further demonstrate that the
initial microcode mitigations by Intel were insufficient, and L1D Eviction
Sampling (L1DES) still allows to leak sensitive data.

The paper “ZombieLoad: Cross-Privilege-Boundary Data Sampling” was
published at ACM CCS 2019 in collaboration with Michael Schwarz,
Daniel Moghimi, Jo Van Bulck, Julian Stecklina, Thomas Prescher, and
Daniel Gruss.

Fallout. Another optimization technique to resolve data hazards is store-
to-load forwarding, where the CPU passes data from previous stores onto
subsequent loads. With Fallout, we show that we can exploit this behav-
ior and trick the CPU into forwarding previous stores from the victim to
the attacker as long as they are in the store buffer.
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The paper “Fallout: Leaking Data on Meltdown-resistant CPUs” was
published at ACM CCS 2019 in collaboration with Claudio Canella,
Daniel Genkin, Lukas Giner, Daniel Gruss, Marina Minkin, Daniel Moghimi,
Frank Piessens, Michael Schwarz, Berk Sunar, Jo Van Bulck, and Yuval
Yarom.

LVI. With Load Value Injection (LVI), we turn around previous transient-
execution attacks directly extracting data [46, 177, 251, 293]. Rather than
directly leaking the data from the victim, we inject data into the victim
to hijack transient execution leaking sensitive information. We show that
LVI is harder to mitigate as it requires expensive software patches to
prevent transient execution after every load operation.

The paper “LVI: Hijacking Transient Execution through Microarchitec-
tural Load Value Injection” was published at IEEE S&P 2020 in collab-
oration with Jo Van Bulck, Daniel Moghimi, Michael Schwarz, Marina
Minkin, Daniel Genkin, Yuval Yarom, Berk Sunar, Daniel Gruss, and
Frank Piessens.

Medusa. With Medusa, we investigated whether a fuzzing-based ap-
proach allows us to find new Meltdown subvariants. All existing variants
of Meltdown have been found with the manual effort by experts in the
field and fixed, either using microcode updates or for upcoming CPU
microarchitectures directly in silicon. However, certain subvariants like
TAA [122] or L1DES [124] demonstrated that not all paths had been
covered in hardware and, thus, were applicable to even the latest gener-
ation of CPUs. We introduce Transynther, an automatic approach that
allows reproducing, analyzing, and classifying existing variants and also
generating new variants and regression testing. Based on our findings, we
identify a new variant called Medusa that leaks data from write-combining
memory operations. Furthermore, Transynther synthesized a variant of
Fallout [46] that worked even on the most recent Intel Ice Lake microar-
chitecture [196].

The paper “Medusa: Microarchitectural Data Leakage via Automated
Attack Synthesis” was published at USENIX Security Symposium 2020
in collaboration with Daniel Moghimi, Berk Sunar, and Michael Schwarz.
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1.3. Outline
The remainder of this thesis is structured as follows. Chapter 2 provides
background on the architecture, microarchitecture, and memory organi-
zation of a modern CPU. Furthermore, it introduces side-channel attacks,
fault attacks, and microarchitectural attacks. Chapter 3 gives an overview
of the state of the art in software-based microarchitectural side-channel
attacks, fault attacks, and power side-channel attacks. Chapter 4 con-
cludes this work and gives an outlook on ongoing and future research.





2
Background

In this chapter, we provide the necessary background for this thesis.
In Section 2.1, we explain architecture and microarchitecture and de-
scribe trusted-execution environments. In Section 2.2, we explain how
memory is organized in modern processors, covering the concepts of vir-
tual memory and caches. We discuss the basic concepts of side-channel
attacks and fault attacks in Section 2.3.

2.1. Architecture and Microarchitecture
In this section, we discuss the importance of abstraction to deal with
complexity in computing by means of computer architecture and microar-
chitecture. We briefly introduce the concepts of pipelined processors and
superscalar techniques of modern processors.

2.1.1. Instruction-Set Architecture
By using abstraction layers, one needs to take care only of the interface or
specification of each layer. Thus, higher levels do not necessarily need to
know the details of lower levels. In computer science, abstraction layers
play an important role in managing the complexity of modern systems,
and, therefore, they do not only exist between hardware and software but
basically everywhere.

Levels of Abstraction. Every abstraction level in a modern computer
system, as illustrated in Figure 2.1, is implemented on top of another
level and utilizes the well-defined functions of the lower level. While
the implementation of each layer is not interested in the upper layers, it
hides the unnecessary details of the lower layers. Starting with atoms,
this allows us to build complex applications.

19
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Figure 2.1.: Abstraction layers enable building complex processors from
the bottom up. The ISA connects the hardware to the soft-
ware level.

Transistors built from silicon atoms are used for amplification and to
build switches. By combining these switches, boolean logic gates (such
as or, xor, and or not) can be built. Using multiple gates, functional
blocks, such as latches, flip-flops, and registers, are built. On the next
level, they can be chained together to build more complex logical func-
tions that perform computations, like arithmetical logical units (ALU).
To design an entire processor, multiple complex processing elements are
built and connected together to enable complex computations. This in-
cludes register files, different buffers, and execution units that together
represent the microarchitecture that fetches instructions from memory,
decodes and executes them, and stores the results back to memory. The
computer architecture (or Instruction Set Architecture (ISA)) is an ab-
stract model of the machine and connects hardware and software. A
compiler uses the ISA to translate a high-level programming language to
the machine code the processor can process. This allows applications to
be executed on the CPU. Typically, an operating system manages how
the system is used and enables user space applications to run on top of
it that operate on data we provide.
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Instruction-Set Architecture (ISA). The ISA, or computer architec-
ture, is an abstract model of the computer. It defines not only the instruc-
tion a processor can execute as well as their behavior but also registers,
data types, and the memory model. With x86, A64, POWER, RISC-V, or
SPARC, there are many different instruction sets that are typically clas-
sified in their complexity. A complex-instruction-set computer (CISC),
like x86, supports many special (and hence, complex) instructions. On
the other hand, a reduced-instruction-set computer (RISC), like A64 or
POWER, has a smaller set of instructions and, thus, requires more in-
structions to perform tasks than some of the complex instructions would
cover.

Usually, a RISC instruction set uses fixed-length instructions. This means,
as an example with the ARM A64 instruction set, that all instructions
are 32 bits in length [24]. In contrast, CISC instruction may have in-
structions of varying lengths. For instance, instructions on x86 can be
between 1 and 15 bytes long [123]. Hence, parsing an instruction stream
is more complex, as the actual length of the next instruction can only be
determined by parsing byte by byte.

With computer architecture, one usually refers to the Instruction-Set Ar-
chitecture (ISA) of a processor and, thus, the processor’s interface as the
programmer sees it. From the hardware perspective, the ISA serves as
the design specification for the microarchitecture. This enables different
microarchitectures (from different companies) for the same ISA, allowing
to run applications compiled for one instruction set to run on all of these
microarchitectures. However, based on the actual implementation of the
microarchitecture, the program’s execution can vary in side effects, such
as performance or energy consumption.

While we focus on the CPU microarchitecture in Section 2.1.2, the dis-
tinguishing view between the architecture and microarchitecture applies
to abstraction levels in general. An architecture always describes the
interface to the underlying microarchitecture. For example, the operat-
ing system provides a clear interface for applications via specified system
calls and signals. Different versions of an operating system can be seen
as different microarchitectures as well; however, if an application adheres
to the interface, it can be executed on different implementations of the
operating system. For instance, while the internal workings – including
different optimizations – of the operating systems, can change, an appli-
cation can still be executed correctly if the guarantees of the interfaces
are kept.
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2.1.2. CPU Microarchitecture

The microarchitecture of a processor is an implementation of an architec-
ture. While the ISA serves as a reference for software developers, it serves
as the interface specification for CPU designers that the microarchitecture
must meet.

In this section, we briefly discuss some fundamental techniques of modern
microarchitectures. We outline pipelined designs, as well as superscalar
techniques like out-of-order execution. In addition, we examine perfor-
mance optimization techniques like hardware-based speculation.

For a more in-depth compendium of these topics, we refer the reader
to Computer Architecture: A Quantitative Approach [103] and Modern
Processor Design: Fundamentals of Superscalar Processors [268].

2.1.2.1. Pipelining

Pipelining allows increasing the throughput of a system, i.e., the number
of tasks a system can perform per time unit. Thus, it plays an important
role in the design of modern processors to increase their performance.

With pipelining, the execution of a task is split into multiple stages (sub-
tasks) with buffers between each stage. This allows a new task to start
as soon as the previous task has completed the first stage of the pipeline.

Pipelines are not only used to perform arithmetic operations (arithmetic
pipelines), e.g., floating-point multiplications, but also to pipeline the
instructions the processor should perform in each instruction cycle (in-
struction pipelines). A simple RISC pipeline, as illustrated in Figure 2.2,
consists of the following 5 stages:

1. Instruction Fetch (IF)
2. Instruction Decode (ID)
3. Execute (EX)
4. Memory Access (MEM)
5. Write-back (WB)

In the first stage (IF), the next instruction to be executed is fetched.
Then, the instruction is decoded (ID) to determine the work the instruc-
tion should perform. In the execute stage (EX), the actual computation
is performed. If the operation needs to access memory, this is handled
in the memory stage (MEM). Finally, in the write-back stage (WB), the
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computed results are written to the register file.

IF ID EX MEM WB

IF ID EX MEM WB

IF ID EX MEM WB

IF ID EX MEM WB

IF ID EX MEM WB

Figure 2.2.: A RISC Pipeline consisting of 5 stages Instruction fetch
(IF), Instruction decode (ID), Execute (ED), Memory Ac-
cess (MEM), and Write Back (WB).

In an n-stage pipeline, n different instructions can be processed at the
same time. If these instructions do not depend on each other, instructions
can continue through the pipeline without any stalls. However, when
there are dependencies between instructions within the pipeline, they have
to be detected and resolved. Conditional branches cause pipeline hazards
(problems that occur when the next instruction cannot execute in the
following clock) as the outcome of a conditional branch is unknown until
the execution stage, but its result is already required in the instruction
fetch stage to load the next instruction. A simple solution is to assume
that the branch falls through and continue fetching the next instruction
speculatively but stalling at the decode stage. If the predictions turn
out to be correct and the branch is not taken, only a single cycle is
lost. However, if the branch has been taken and the assumption was
incorrect, the new target has to be fetched and, thus, two cycles have
been lost. While this simple prediction allows gaining performance over
stalling completely, there are more sophisticated prediction techniques
discussed in Section 2.1.2.3.

Hazards cannot only occur on the instruction flow but also on the data
flow. If there are two pipeline stages in the pipeline that can simulta-
neously access the same variable, different data hazards can occur. For
example, one instruction could need the value that is computed by a
previous instruction in the pipeline. With this read-after-write (RAW)
hazard, the following instruction must be prevented from entering the
pipeline. Thus, the pipeline must stall until the preceding operation has
finished. However, the performance of resolving pipeline hazards can be
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improved. Using forwarding paths, the result of the preceding operation
could be forwarded to the depending operation, reducing the penalty that
would be necessary if the pipeline needed to be stalled completely.

Precise and non-precise exceptions. In every pipeline stage, different
exceptions can interrupt the execution of several instructions. For in-
stance, a page fault or a memory-protection violation could occur in the
instruction fetch stage. In the decoding stage, the decoder could fail to
decode the instruction, or the instruction cannot be executed with the
current privilege level. In the execution stage, the actual computation
could raise an exception, i.e., if a number is divided by 0. Similar to the
instruction-fetch stage, page faults or protection violations could occur in
the memory access stage.

If an exception occurs, the pipeline must squash all following instructions
and should let all preceding instructions complete. If these conditions are
met and, thus, the machine state aligns with the sequential execution of
the instruction stream, exceptions are called precise. If, however, these
conditions are not met, e.g., preceding instructions are not completed
if an exception occurs, the exceptions are called non-precise. Typically,
modern processors support precise exceptions.

Furthermore, it can happen that multiple exceptions occur simultaneously
in more than one pipeline stage. If an exception occurs, the pipeline
started to perform operations that should not have been executed and,
thus, has to make sure that these have no architectural effect.

To handle exceptions on the architectural level, the operating system must
provide entry points for exception and interrupt handlers in a so-called
interrupt descriptor table (IDT). If an exception is architecturally raised
(when the instruction would be committed and, thus, the architectural
state be updated), the processor calls the procedure for the exception
from the IDT [118].

2.1.2.2. Superscalar Execution

With superscalar execution, pipelines are parallelized so that multiple in-
structions can be processed in every cycle. They are further diversified by
using multiple different functional units in the execution stage and by im-
plementing dynamic pipelines; out-of-order execution allows maximizing
the utilization of all execution units.
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Parallel and Diversified Pipelines. A simple approach to increase the
performance of a pipelined CPU is to create multiple copies of the same
pipeline to run in parallel. However, this does not only increase the
complexity but also the required hardware resources significantly.

IF IF IF

ID ID ID

RD RD RD

ALU MEM1

MEM2

FP1

FP2

FP3

BR

WB WB WB

Figure 2.3.: In the execution stage of diversified pipelines, multiple func-
tional units are implemented [268].

With diversified pipelines, however, not every stage in the pipeline is
duplicated. Instead, in the execution stage, diversified execution pipelines
using multiple functional units are implemented, e.g., for ALU, memory,
branch (BR), or floating-point operations, as illustrated in Figure 2.3.
Thus, individual pipelines customized for instruction types can be built,
and, thus, the latency for each instruction type can be minimal. For
instance, the ALU pipeline finishes with a single cycle and does not have
to wait for the completion of all floating-point stages.

Dynamic Pipelines. For instructions to complete in the same order as
defined by the instruction stream of the program in a scalar pipeline, the
preceding pipeline stages must also be stalled whenever an instruction
must be held back in a pipeline buffer. For parallel pipelines, multi-entry
buffers are necessary. If the entire multi-entry buffer is, like a single-entry
buffer, either stalled or clocked in each cycle, multiple instructions that
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in theory require no stalling would also be blocked, inducing unnecessary
performance loss. To minimize the latency, subsequent instructions must
be able to bypass stalled instructions. Hence, with dynamic pipelines,
instructions can be executed out-of-order, i.e., the order instructions are
executed deviates from the order defined by the instruction stream. Thus,
instructions are executed as soon as their operands are ready. Using com-
plex multi-entry reordering buffers, as shown in Figure 2.4, the instruc-
tions are first brought in order to the dispatch buffer, where they are
dispatched to the execution units as soon as their operands are ready.
With the reorder buffer, while finishing out-of-order, they are reordered
back in order to be written back and committed to the architectural state.

IF IF IF

ID ID ID

RD RD RD

Dispatch buffer

ALU MEM1

MEM2

FP1

FP2

FP3

BR

Reorder buffer

WB WB WB

Figure 2.4.: Dynamic Pipelines use complex buffers to enable out-of-order
execution [268].

In 1967, Tomasulo [286] developed an algorithm that enabled dynamic
scheduling of instructions to allow out-of-order execution. It introduces a
reservation station, a common data bus, and register tags. A reservation
station is a buffer attached to each execution unit that holds the currently
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executed instructions of that instruction type. This allows dispatching in-
structions to execution units as long as there are free reservation stations,
even if the execution unit is busy executing a different instruction and
even if their operands are not available yet. Thus, instructions can wait
in the reservation station until the operands become ready. The common
data bus connects the outputs of the execution units to the reservation
stations, allowing the instructions waiting to load their required operands
from the bus. Similarly, the destination registers of these instructions are
also updated. To implement this, register renaming is used. The register
contains either a real value or a tag that indicates which execution unit
will compute the value. This tag, along with its corresponding result, is
broadcast on the common data bus by the producing execution unit, and
instructions waiting for their operands are monitoring for their tags on
the bus. If an instruction is dispatched, the tag of its output register is
stored with the id of the execution unit. Likewise, if a following instruc-
tion with the same output register is dispatched, the tag will be updated
with the id of the execution unit of the new instruction. Thus, the tag
will always contain the id of the execution unit of the last instruction.
Thus, only the latest instruction can therefore update the value of the
register, resolving write-after-write hazards. However, with Tomasulo’s
design alone, precise exceptions cannot be handled as the register file is
not updated by all instructions. For precise exceptions, modern CPU
designs use a reorder buffer, as discussed in Section 2.1.2.4.

Out-of-order designs allow to execute operations speculatively to the ex-
tent that instructions can be processed before the processor is certain
that they are actually needed and their results committed to the archi-
tectural state. While the out-of-order design enables the execution of
instructions that lie completely outside of the program’s order, note that
Tomasulo’s algorithm, in his nature, does not perform anything specu-
latively. We briefly discuss performance optimizations using speculative
execution techniques like branch predictors in Section 2.1.2.3 and further
building blocks in Section 2.1.2.4.

2.1.2.3. Speculative Execution

The instruction streams that a processor is executing are usually not only
linear but rather contain branches diverting the control flow. To improve
the performance, different prediction mechanisms are implemented that
try to make an educated guess, which instruction will be executed next.
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Besides branch prediction and branch-target prediction, explained be-
low, other prediction-based techniques increasing the performance have
been proposed and deployed on modern systems. Examples include data
prefetching [142], way prediction [227], or value speculation [218].

Branch Prediction and Branch-Target Prediction. With branch pre-
dictors, the processor tries to determine in which direction a branch is
taken before its condition has been evaluated. Instructions on the pre-
dicted path can be executed in advance, and their results used if the
prediction turns out to be correct. However, if the prediction was in-
correct, the wrongly computed results are discarded, and execution is
continued from the correct path.

There are different ways to predict a conditional branch: Using static
branch prediction [103], the outcome is predicted based on the instruction
itself. For instance, every conditional branch is predicted to be taken.
With dynamic branch prediction [54], information is gathered during the
run-time enabling an educated guess for the outcome. For instance, one-
level branch prediction uses a 1-bit or 2-bit counter to record the last
outcome of a branch [268]. Two-level adaptive predictors [337] use the
branch history to look up the saturating counter in a pattern-history table
(PHT). With local branch predictors, a separate history is kept for each
conditional jump instruction, while global predictors share the history of
all conditional jumps. With neural branch prediction [143, 284, 304], ideas
from machine learning have been integrated into CPU architectures [18,
245].

If the direction of a branch is known (or predicted), the address of the
next instruction must be determined. The same applies to unconditional
branches that are always taken. For conditional branches, if the branch
is not taken, the next instruction is simply the one following the current
branch instruction. If a branch is taken, however, the address can ei-
ther be given (direct branch) or computed at runtime (indirect branch).
With branch-target prediction, the processor tries to predict the target
address of the branch. The branch target buffer (BTB) is used to store
the best-predicted target address for a branch instruction and is consulted
to predict the target of the next instruction that should be fetched.

Not only calls into a function can be predicted, but also the return ad-
dress can be predicted using a return-stack buffer (RSB) [106, 144]. If
a function is called, the return address is pushed onto the RSB. When
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returning from the function, the last entry of the RSB serves as a target
prediction from where the processor should continue executing. However,
as the return stack has a limited size, an overflow can overwrite the oldest
return address, yielding a misprediction. Intel’s return-stack buffers are
implemented as a circular array, while AMD’s RSBs have overflow and
underflow checking [322].

Uzelac and Milenkovic [290] presented experiments to reverse-engineer
the structures of branch predictors on the Intel Pentium M. Kocher et al.
[156] reverse-engineered the BTB from Intel’s Haswell microarchitecture.
Bhattacharya et al. [34] aimed to reverse-engineer the prediction model
of Intel’s branch predictors. Wong micro-benchmarked the return-stack
buffer on different microarchitectures [322]. We discuss many other works
that exploit these predictors to leak sensitive data in Section 3.1.

2.1.2.4. Modern Microarchitecture

Most superscalar processors consist of a front-end, fetching and dispatch-
ing instructions in order, an out-of-order execution engine, and a back end
that retires instructions in order, as well as the memory subsystem. In
this section, we briefly discuss state-of-the-art microarchitectures based
on Intel’s Skylake core architecture [255], as illustrated in Figure 2.5.

Front End. In the front-end, x86 instructions are fetched from memory,
decoded to micro-operations (µOPs) and sent to the execution engine.
The branch predictors decide which instructions are fetched as macro-ops
from the L1 instruction cache (L1I) and sent to the pre-decode buffer.
As x86 instructions are complex and of varying length, their boundaries
are marked in the pre-decode phase. In the instruction queue, the pre-
decoded instructions are further optimized by macro-op fusion, where two
macro-ops are combined into a single complex operation.

Using multiple, simple and complex decoders macro-operations are de-
coded into fixed-length µOPs. While simple decoders can only emit single
µOPs, the complex decoder can decode up to four µOPs. For instructions
that require more than 4 µOPs and cannot be decoded by the complex
decoder, the microcode sequencer (MS ROM) is queried. While it emits
the required µOPs, the decoders are inactive.

Finally, the decoded µOPs are send to the Allocation Queue that serves
as an interface between the front end and the execution engine. There,
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Figure 2.5.: A simplified view of the Intel Skylake microarchitecture [255].

additional optimizations take place: A loop stream detector detects loops
and sends the µOPs directly to the execution engine bypassing the rest
of the front end [117]. Furthermore, micro-fusion allows fusing multiple
µOPs from the same instruction into a single complex instruction [117].
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To improve the performance and avoid repeatedly decoding the same
instructions, a µOP cache is used to store the µOPs of already decoded
instructions. If there is a hit in the µOP cache, the µOPs can be directly
emitted to the allocation queue avoiding the pre-decode and decoding
stage.

Execution Core. The superscalar execution core of the Skylake microar-
chitecture can process instructions out of order. The instructions arrive in
the reorder buffer (ROB) from the allocation queue of the front end. The
reorder buffer holds µOPs in different stages of completion. First, if nec-
essary, additional resources for the µOPs are allocated, e.g., entries in the
load or store buffer. The source and destination registers are mapped to
physical registers, and the register alias table performs register renaming
to enable out-of-order execution as described in Section 2.1.2.

The reservation station (or scheduler) queues µOPs until their operands
are ready, schedules and dispatches them to the corresponding execution
units. The reservation station is connected (via ports) to execution units
performing different instructions like ALU operations, floating-point op-
erations, multiplications, memory loads, and stores. For instance, port
0 is capable of integer and vector arithmetic operations as well as AES
instructions. Port 2 and 3 are for memory loads, while port 7 is for
memory stores. If an execution unit finishes executing one instruction,
it broadcasts the result on the common data bus such that depending
instructions can fetch the results they require to be executed directly.

The reorder buffer contains all in-flight instructions that have been dis-
patched but not yet retired, including instructions that are waiting for
their operands and instructions that have been completed out of order but
are not yet committed. The reorder buffer also makes sure that instruc-
tions retire in order and, thus, makes it appear that the instructions have
been executed as specified by the instruction stream. With Tomasulo’s
algorithm, the register file is updated once an instruction finishes, and
subsequent instructions can hence find the result there. However, with
the reorder buffer, the register file is not updated until the instruction
retires, thus, allowing the core to execute instructions speculatively.

Furthermore, precise exceptions are implemented with the reorder buffer.
If an exception occurs, the entry of the instruction that triggered the
exception is marked in the reorder buffer. While completing instructions,
the reorder buffer checks whether the instruction has been marked and,
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thus, is not allowed to complete. Therefore, instructions that preceded
the faulting instruction can still retire in order. The results of instructions
that have been executed out of order that follow the faulting instructions
are discarded.

Memory Subsystem. The memory subsystem is responsible for load
and store instructions as well as the ordering of memory accesses. While
we discuss the memory organization, including caches, virtual memory,
and DRAM, in more depth in Section 2.2, we give a short overview of the
steps performed by the core for memory operations as well as the involved
hardware blocks.

The execution of a memory instruction consists of three steps: the mem-
ory address generation, the address translation and the actual memory ac-
cess. There are different modes how memory addresses can be computed.
If an instruction uses an absolute memory address, it uses it directly. Oth-
erwise, using a base and index register as well as a scale and displacement
value, based on the form base + index · scale + displacement, different
combinations are possible [118]. Thus, in the first step, the actual mem-
ory address is computed based on the provided values for the used mode.
If virtual memory (see Section 2.2.2) is used, the computed virtual ad-
dress has to be translated to a physical address that is used to access the
physical memory. Using so-called page tables, the address translation is
performed. Furthermore, translations are cached in translation-lookaside
buffers (TLB), speeding up subsequent accesses to the same virtual ad-
dresses.

After computing and translating the virtual address, the actual memory
access can be performed. The data is retrieved from the data cache
and stored in the renamed register or the reorder buffer. Note that the
architectural register is only updated if the load instruction completes in
the reorder buffer [268]. If the data is not cached in the data cache, a cache
miss occurs, and the data is requested from the main memory, inducing a
longer delay for the instruction to finish. Store instructions are handled
differently than load instructions, as store instructions finish as soon as
the address has been translated [268]. However, the data is only stored in
memory iff the store completes in the reorder buffer. Thus, speculatively
but erroneously executed instructions cannot affect the actual memory
contents.

Similar to registers, dependencies between two load or store instructions
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can exist if they refer to the same memory location. With the execution
core we described above, also memory instructions can be performed out
of order; thus, special care has to be taken to tackle possible data hazards.
Using load bypassing, loads can be executed earlier than preceding stores
if there is no data dependence between the stores and load. However,
if there is a read-after-write (RAW) dependency between a store and a
load, using load forwarding, the load retrieves its data directly from the
store instead of accessing the memory. The memory-order buffer (MOB),
consisting of a load buffer and store buffer, is used to handle the memory
requests. The load buffer queues loads that could not complete when
they were dispatched by the reservation station. It also snoops for stores
of other cores against completed loads to maintain memory ordering.
The store buffer, on the other hand, queues all stores before they are
dispatched to memory in order (when they are no longer speculative).
If a load is issued, the store buffer is checked for a potential address
match, e.g., using the lower 12 bits, such that data from a previous store
operation could be directly forwarded to the load operation [105, 107].

2.1.2.5. Trusted-Execution Environments

Trusted-Execution Environments (TEE) are a secure and isolated envi-
ronments in CPUs that protect code and data from an otherwise un-
trusted system. Different CPU manufacturers provide different TEEs:
ARM’s TrustZone [25] is probably the most widely-used TEE as it is
available in most mobile phones. With the Armv9-A architecture, ARM
introduced the Confidential Compute Architecture (CCA) [23] that builds
upon TrustZone to provide additional execution environments, so-called
realms. With Secure Encrypted Virtualization [146] and Secure Nested
Paging [17], AMD provides different technologies to isolate virtual ma-
chines from the hypervisor. With Secure Execution [112], IBM enables
running protected Linux virtual machines in the cloud.

With Software Guard Extension (SGX), Intel provides an x86 instruction-
set extension protecting applications in so-called enclaves [59]. By en-
crypting the memory, neither applications nor the operating system can
inspect the memory used by an enclave. In addition, this successfully
protects against cold-boot attacks [121]. Furthermore, local and remote
attestation ensures the integrity of an enclave before it is loaded and ex-
ecuted. To communicate with enclaves, applications can use ecalls to call
functions provided by the enclave. Using ocalls, an enclave can request
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CPU Registers L1 Cache L2 Cache Memory Disk Storage

Figure 2.6.: Memory hierarchy shows different locations where data can
reside. The closer to the CPU core, the faster the access time,
e.g., loading data from one of the cache levels is faster than
accessing the data from the main memory.

functionality provided by the operating system, as an enclave itself is re-
stricted in its functionality. For instance, an enclave can not perform any
I/O operations or system calls by itself.

We discuss microarchitectural attacks targeting trusted-execution envi-
ronments in Chapter 3.

2.2. Memory Organization

The performance of modern processors does not only depend on the clock
frequency but is also influenced by the latency of instructions and, espe-
cially, the interaction with other components such as the main memory
or hard drives. In this section, we discuss the memory hierarchy, caches,
TLBs, and DRAM. We further explain the concept of virtual memory
and ASLR.

2.2.1. Memory Hierarchy

To serve memory requests as fast as possible, a memory hierarchy as
illustrated in Figure 2.6 is deployed. Frequently used data is buffered in
multiple layers that differ in capacity and speed. Closer to the core, the
memory becomes smaller but faster using different storage technologies:

Disk Storage
Usually, the slowest but largest memory is the disk storage, e.g., a
hard disk, at the end of the hierarchy. While the capacity of hard
disks and SSDs reaches multiple terabytes, the latency of a hard
disk is around 4ms [167] while the latency of an SSD can be as low
as 250µs [246].

Memory
Typically, DRAM is used for the main memory that is discussed
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in greater detail in Section 2.2.5. Modern systems deploy multiple
gigabytes of memory with latencies around 60 ns [168].

Caches
Modern microarchitectures deploy multiple levels of cache, typically
using SRAM. The lower the level, the smaller it’s capacity and lower
its latency. For instance, the L1 cache has a latency of 4 cycles.
The L2 needs 12 cycles, and the L3 around 30 cycles to serve the
requests [117]. We discuss caches in greater detail in Section 2.2.3.

CPU Registers
Register files hold the general-purpose registers and are built using
multi-ported SRAM. Typically, moving a register to another register
has a latency of 1 cycle [2]. However, using move elimination [182],
the register renaming performs the move and, thus, no latency is
induced.

Usually, programs tend to reuse the same memory locations over time re-
peatedly as well as memory locations that are close to each other, forming
two aspects of locality [272]: With temporal locality, if one memory lo-
cation is accessed at a particular time, then it is likely that it will be
referenced again soon. With spatial locality, if one memory location is
accessed at a particular time, then it is likely that nearby locations will
be used soon as well. These two principles play an important role in the
design of caches to hold frequently used data close to the core.

2.2.2. Virtual Memory

For memory isolation, processors support virtual memory as an abstrac-
tion layer for the physical memory of the system. Instead of assigning
the physical address space to each process, each process has its own vir-
tual address space organized in pages. The physical memory is divided
into fixed-size continuous blocks, so-called page frames. Using multi-level
page-translation tables, the operating system maps virtual pages to page
frames. When accessing a virtual address of a process, the CPU resolves
the mapping to operate on the actual physical address. The root of a
translation table for a process is stored in a dedicated register, e.g., the
CR3 register on x86 architectures. When switching processes, the operat-
ing system switches to the address space of the next process by updating
this register.

On modern processors, these translation tables typically have 4 levels,
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as illustrated in Figure 2.7. However, with the recent Ice Lake microar-
chitecture, Intel supports another level and, thus, 5-level paging. Every
paging structure has a size of 4 kB and consists of 512 entries of each 8B.
Therefore, with 4 levels, 48 bit of the virtual address are used to index
the different page table levels (with 5 levels, 57 bits are used).

The CR3 register points to the top-most page map level 4 (PML4). Bits
39 to 47 of the virtual address are used to select one of the 512 entries
of the PML4, pointing to the page directory pointer table (PDPT). Bits
30 to 38 of the address determine which of the PDPT entries is selected.
A PDPT entry either defines a 1GB region of physical memory (a 1GB
page) or points to a page directory (PD). Bits 21 to 29 of the address
define the PD index. Similarly, a PD entry either maps to a 2MB region
of physical memory (a 2MB or huge page) or maps again to a so-called
page table (PT). Bits 12 to 20 select the page table entry that then maps
to a 4 kB page of physical memory. With 5-level paging, an additional
table, page map level 5 (PML5), is used.

In addition to the page frame number, the entries in the translation tables
store additional properties of the virtual address. For instance, these
properties can define if the process can write to the page or if the process
can execute code from the page. Furthermore, for memory protection, a
bit defines if this address can be accessed from user and kernel space, or
only from kernel space only. This allows the operating system to map
pages into the virtual address space of the user space process that can
only be accessed by the kernel.

2.2.3. Caches

As discussed in Section 2.2.1, a memory hierarchy is employed to overcome
the latency of memory accesses. Data that has been used recently is
stored in multiple layers of fast and small memories, so-called caches.
Thus, access to data in any of the caches is significantly faster than those
to the main memory.

In this section, we discuss different cache organizations and cache prop-
erties.
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Figure 2.7.: Address translation on x86 processors [83]. Different bits of
the virtual address select the entry of paging tables.

2.2.3.1. Cache Organization

Due to their comparably small sizes, caches only hold a subset of the
contents of the main memory. A cache stores data divided into blocks,
so-called cache lines, that are typically 64B in size. If a cache line for
the requested memory address can be served from the cache, it is called
a cache hit. If it has to be requested from the main memory, it is called
a cache miss.

As illustrated in Figure 2.8, typically, there are multiple levels of caches in
a system. The cache closest to the core is called the first-level cache (L1)
and is typically split into an instruction cache and a data cache. The next
level, the L2 cache, is a unified cache and stores both instructions and
data. Both the L1 and L2 cache are private to each core. The last level
cache (LLC), the L3 cache, is shared among all cores and is slower but
larger than the lower levels. Furthermore, the LLC is split into so-called
slices where each core can access one slice directly and the others over a
bus.
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Core 0

L1 D-Cache L1 I-Cache

L2 Cache

Core 0

L1 D-Cache L1 I-Cache

L2 Cache

Core 0

L1 D-Cache L1 I-Cache

L2 Cache

Core 0

L1 D-Cache L1 I-Cache

L2 Cache

L3 Cache

Figure 2.8.: There are typically multiple levels of caches in a system. In
this example, each core has a private L1 instruction and data
cache as well as an L2 cache. The last-level cache (L3) is
shared among all cores.

Cache Inclusion Policy. When multiple levels of caches are used, some
design decisions have to be made which cache levels hold copies of the
data, e.g., if a copy of the cache line is kept by one or multiple caches [272]:
A higher-level cache is called inclusive with regard to the lower-level cache
if all cache lines from the lower-level cache are also stored in the higher-
level cache. Caches are called exclusive to each other if a cache line can
only be kept in one of the cache levels. If a cache is neither inclusive
nor exclusive, it is called non-inclusive. Most modern Intel CPUs have
inclusive last-level caches [201], and AMD CPUs have a non-inclusive or
exclusive last-level caches [128]. ARM CPUs have non-inclusive [81, 174]
or exclusive [19].

Cache Designs. There are different ways to implement a cache, with
the simplest one being a direct-mapped cache. In a direct-mapped cache,
each cache line in the main memory maps to a single location within the
cache.

Figure 2.9 illustrates a direct-mapped cache with 8 locations and cache
lines of 64B in size. Thus, the cache controller uses the lowest 6 bits of
the 32-bit address to select a word within the cache line. To map the
address to one of the 8 possible locations, 3 bits of the address are used.
The remaining 23 bits will be stored as a tag value such that the requested
memory location can be uniquely identified and checked against.

If an address is looked up in the cache, the index bits of the address are
extracted and used to select a row in the cache. Then the tag value of
the address is compared to the tag value stored in the selected row. Only
if there is a match and the entry in the cache is marked valid it is a cache
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Figure 2.9.: In a direct-mapped cache, each cache line maps to a single
location within the cache.

hit, and the relevant word can be extracted using the offset bits of the
address. If, however, either the valid bit is not set or the tag does not
match, a cache miss occurs, and the data has to be requested from the
memory or higher cache levels.

Tag Index Offset

Address Way 1 Way 2

Tag Data Tag DataSet 1

Tag Data Tag DataSet 2

Tag Data Tag DataSet 3

Tag Data Tag DataSet 4

Tag Data Tag DataSet 5

Tag Data Tag DataSet 6

Tag Data Tag DataSet 7
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Data

Figure 2.10.: In an n-way associative cache, each cache line maps into a
cache set with n ways where a cache line can be stored. The
illustration shows a 2-way cache.

The cache is called fully associative if an address can be stored at any
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entry in the cache. If caches are organized in sets of cache lines, they
are called set-associative caches. Each set contains multiple ways where
a cache line can be stored. If a cache line can be stored in any of n
places in the cache, the cache is n-way associative, as illustrated in Fig-
ure 2.10. When accessing a cache line, each line stored in each way for a
set must be compared to the requested address to select to correct one.
Addresses that map to the same cache set are called congruent addresses.
Congruent addresses compete for cache lines within the same set, and
a cache-replacement policy needs to decide which cache line will be re-
placed.

Cache-replacement Policies. If all entries in a cache set are used, and a
cache miss occurs, a cache line must be evicted from the cache set to make
room for a new entry [1]. The used heuristic that determines which cache
line to evict is called cache-replacement policy. For instance, a least-
recently-used (LRU) policy would replace the cache line that has been
the least recently used. A pseudo-random replacement policy will select
a cache entry and evict it based on a pseudo-random number generator.
Fine-grained replacement policies [135] learn from the behavior of previ-
ous cache lines to be more effective. While the lower-level caches of Intel
processors use pseudo LRU (PLRU) replacement algorithms [1, 302], the
L3 cache uses an adaptive policy [321] using adaptive insertion [234] and
Re-reference Interval Prediction (RRIP) [137]. Vila et al. [302] reverse-
engineered undocumented replacement algorithms for the L2 and L3 cache
on Intel CPUs.

Virtual and Physical Tags and Indexes. The address used to index the
cache can be a virtual address or a physical address. Thus, a CPU cache
can either be virtually indexed or physically indexed. Virtually-indexed
caches are faster as they do not require an address translation before the
lookup can be performed. However, depending on the design of the cache,
situations can occur where the same physical address is stored in different
cache lines. Furthermore, the tag that is stored along with the cache line
can also be based on the virtual or physical address, allowing different
combinations with their advantages and disadvantages:

With VIVT (virtually indexed, virtually tagged), the virtual address is
used for both the index and the tag, which improves performance since no
address translation is needed. However, the virtual tag is not unique, and



2.2. Memory Organization 41

shared memory may be held more than once in the cache. In addition,
the entries need to be either tagged with a process identifier, e.g., PCID,
or flushed on each context switch as they are not unique across processes.
For PIPT (physically indexed, physically tagged) caches, the physical
address is used for both the index and the tag. This method is slower
since the virtual address has to be looked up in the translation-lookaside
buffer (TLB). However, shared memory is only held once in the cache.
With PIVT (physically indexed, virtually tagged), the physical address
is used for the index, and the virtual address is used for the tag. This
combination has no benefit since the address needs to be translated, the
virtual tag is not unique, and shared memory can still be held more
than once in the cache. VIPT (virtually indexed, physically tagged)
caches use the virtual address for the index and the physical address for
the tag. The advantage of this combination compared to PIPT is the
lower latency since the index can be looked up in parallel to the TLB
translation. However, the tag cannot be compared until the physical
address is available. Most Intel CPUs have a VIPT L1 cache [118], where
PIPT caches are used for caches of higher levels.

2.2.4. Translation Lookaside Buffer (TLB)

With virtual memory, the processor maps virtual addresses to physi-
cal addresses by walking the page tables as discussed in Section 2.2.2.
For every load or store operation, the page tables that are stored in
physical memory have to be accessed to determine the physical address
and the page attributes. To improve the performance, dedicated caches
called translation-lookaside buffers (TLB) are used to cache page-table
entries [193]. For every memory operation, the TLB is queried for the
entry of a virtual address, and only if the translation has not been cached
before, the page-miss handler (PMH) performs a page-table walk. During
each context switch, the TLB must be invalidated in order to avoid old
and incorrect translations. With global pages (defined by the global bit
in the page table) or when using process identifiers (PCID) [118], not all
entries cached in the TLB need to be invalidated.

2.2.5. DRAM

The main memory of a computer system is typically built using DRAM
chips. DRAM chips are manufactured in different configurations, varying
in their capacity, bandwidth, and latency.
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DRAM Organization. To achieve a high degree of parallelism, DRAM
is organized in a hierarchy of channels, DIMMs, ranks, bank groups, and
banks. The memory controller translates physical addresses to channel,
DIMM, rank, bank group, bank, row, and column addresses to address
the correct data [268]. A single DRAM bank consists of a two-dimensional
array of cells, as illustrated in Figure 2.11a. Each single DRAM cell is
made out of a capacitor and an access transistor, as shown in Figure 2.11b.
The charge state of the capacitor, either charged or discharged, represents
a binary data value. Each cell in the grid is connected to the neighbor
cell with a wire forming a horizontal word line and a vertical bit line. If
a word line of a row is raised to a high voltage, all access transistors in
that row are activated, thus, connecting all capacitors to their respective
bit line. By doing that, the charge representing the data of the row is
transferred to the so-called row buffer.
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Figure 2.11.: A DRAM chip uses an array of DRAM cells that each consist
of a transistor and capacitor. The word line and bit lines
are used to select the cells that will be loaded into the row
buffer.

DRAM Accessing. To access data in a memory bank, the desired row
needs to be opened at first by raising the corresponding word line, as
illustrated in Figure 2.11. By that, the row is connected to all bit lines,
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the data is sensed by the sense amplifier and transferred into the row
buffer. Then the data in the row buffer is accessed and modified by
reading or writing in the row buffer. If data from a different row but in
the same bank needs to be accessed, the current row needs to be closed
by lowering the corresponding word line, and the row buffer is cleared.

However, the charge stored in the capacitor of a DRAM cell is not per-
sistent because its charge can disperse over time. This means that after
some time, data is lost. To avoid this, the cell’s charge must be refreshed
by fully charging or discharging it. DRAM specifications require that all
cells in a rank are refreshed within a certain amount of time, the so-called
refresh rate [141].

With Rowhammer, this effect can be exploited to induce bit flips in
DRAM. We discuss state of the art in software-based fault attacks tar-
geting DRAM in Section 3.3.

2.2.6. Address Space Layout Randomization

To successfully exploit memory corruption bugs, the knowledge of ad-
dresses of specific data or functions is often required. A lightweight and
probabilistic defense against such attacks is Address Space Layout Ran-
domization (ASLR) [215]. With ASLR, the positions in the virtual ad-
dress space of the executable, stack, heap, and libraries of a process are
randomized at the start of the process. To defeat the randomization,
an attacker must successfully guess the address of the data required for
the attack. With increasing entropy, a successful guess becomes more
unlikely.

Kernel ASLR (KASLR) applies ASLR in the operating system [64]. By
randomizing the locations of kernel code, data, and drivers on every boot,
this mitigation strategy impedes the exploitation of kernel bugs. With
fine-grained KASLR (FGKASLR) [3], Intel proposed a new implementa-
tion for the Linux kernel. Instead of rearranging the entire kernel binary,
the kernel code is randomized at boot time on a per-function level gran-
ularity.

However, various side-channel attacks [49, 90, 110, 140, 158, 175] have
been demonstrated in the past that either reduce the entropy of KASLR
or allow to break it entirely. We discuss them in more detail in Sec-
tion 3.1.
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2.3. Side-Channel Attacks and Fault Attacks

In this section, we briefly discuss the basics of side-channel attacks and
fault attacks. We outline software-based microarchitectural attacks but
discuss the more recent attacks and state of the art in Chapter 3.

2.3.1. Side-Channel Attacks

Side-channel attacks exploit the indirect information leakage of software
implementations or hardware devices to reconstruct sensitive data [149].
The execution time of an algorithm, the power consumption, or the elec-
tromagnetic emanation of a device provides additional information that
an adversary can exploit. Furthermore, the additional information must
not necessarily be directly revealed by the device itself. Hall et al. [100]
observed the reactions of users using the device as an additional informa-
tion source. However, an information source that is published on purpose
could also serve as a side channel [275]. For instance, the memory foot-
print [138] or operating system statistics [274] allow deducing sensitive
information, e.g., visited websites. With a side channel attack an adver-
sary can only leak meta data, e.g., the device uses more or less energy,
but not the data directly. However, in a successful attack the adversary
can infer the corresponding data from the obtained meta data with high
probability.

Side-channel attacks can be categorized in different ways. While active
attacks actively influence the behavior of the device, passive attacks only
monitor the side channel in a passive manner. For instance, an adversary
that actively delayers a chip to obtain his measurements is invasive. On
the contrary, a non-invasive adversary obtains his measurements with-
out modifying the system under attack. In a local attack, the adversary
requires direct physical access to the device, e.g., to obtain power mea-
surements. With vicinity side-channel attacks [275], an attacker has to
be in the vicinity of the targeted device, e.g., to monitor the Wi-Fi sig-
nals [15]. However, side-channel attacks can also be conducted remotely,
e.g., by measuring response times over the network [264]. However, side-
channel attacks that are software-only can also be seen as remote attacks
if an adversary can run his exploit on the victim machine, either by an
installed application or within sandboxed JavaScript in the browser.

In attacks against the implementation of cryptographic algorithms, an
attacker can make use of the property that the measurements can be re-
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peated as often as necessary, allowing to average out measurement noise.
However, side-channel attacks in many scenarios cannot profit from that.
For example, when monitoring one-time events, like user input, the at-
tacker typically has only one chance of observing the event as the attacker
cannot force the victim to type the passphrase as often as required. For
user input, the attacker can detect the exact points in time where the user
pressed a key on the keyboard and, thus, compute the inter-keystroke tim-
ings. These timings allow an attacker to compute, to some extent, which
words a user typed by correlating the inter-keystroke timings with the dis-
tances between characters and the likelihood that they belong together.
As side-channel attacks only use metadata, such attacks are very hard to
mount without profiling the victim first as users tend to type in different
ways.

Covert Channels. In computing, a communication channel transmits
information from one or several senders to one or several receivers. Fol-
lowing the definition of Lampson [162], a covert channel transfers infor-
mation despite not being a legitimate channel, i.e., a channel that has
been explicitly designed to be used to transmit information. In a covert
channel, both the sender and receiver are controlled by the adversary
to transmit data, enabling communication where both the receiver and
sender are not allowed to communicate using legitimate channels or want
to hide their communication. With a side channel, however, the victim
serves as the sender of the channel. At the same time, the adversary con-
trols only the receiving end of the channel to observe and infer the data.
Note that the actual channel used can be the same for a covert channel
and a side channel, i.e., the energy consumption or the CPU cache.

As these terms are often used interchangeably, Intel introduced incidental
channels allowing to clearly distinguish between the usage of side channels
and covert channels [127]. All channels that are not legitimate channels
are incidental channels. An incidental channel is used as a covert channel
if the adversary controls both the sender and receiver. An incidental
channel is used as a side channel if the adversary can not control the
sender but only the receiver.

2.3.2. Fault Attacks

Fault attacks deliberately manipulate the device under attack to induce
errors within its computations by bringing the device to the edge of or



46 Chapter 2. Background

outside its specified working conditions, e.g., violating voltage or temper-
ature constraints. A fault attack consists of two steps: fault injection and
fault exploitation.

The first step is to inject a fault at the right moment of time (when the
device executes the targeted operation) to corrupt or skip the computa-
tion. This can be achieved by bringing the device outside of its normal
operating conditions. A fault can be induced by manipulating the clock
(clock glitching) or voltage (voltage glitching), exposing the device to a
high temperature, or using a laser beam. The second step is the actual ex-
ploitation of the fault and depends on the induced fault. For instance, an
induced bit flip could flip the permission bit in a page table, allowing an
unprivileged user to access arbitrary memory [299]. A prominent class of
fault attacks is differential fault analysis (DFA), where faults are induced
in cryptographic implementations to reveal their inner states [38].

2.3.3. Software-based Microarchitectural Attacks

Software-based Microarchitectural attacks target the actual microarchi-
tectural implementation of an ISA specification (see Section 2.1.2) by
crafting side-channel and fault attacks purely in software. We discuss
the state-of-the-art of software-based microarchitectural attacks in more
depth in Chapter 3.

Software-based Microarchitectural Side-Channel Attacks. Using mi-
croarchitectural side-channel attacks, observable side effects on the mi-
croarchitectural level are exploited to leak sensitive information. Many
microarchitectural side-channel attacks target the cache of the processor,
or other microarchitectural elements such as the TLB [80] or branch pre-
dictors [68]. With caches, the timing difference introduced by data being
cached or not allows an attacker to leak sensitive information. Alongside
Prime+Probe [287], Evict+Time [287], or Flush+Reload [335], many dif-
ferent attack variants have been published. These variants allow to attack
cryptographic algorithms [287, 334, 335], to monitor user behavior [94,
174, 220], spy on virtual machines [114, 131], or attack ASLR [79] and
kernel ASLR (KASLR) [89, 110, 140, 320].

Transient-Execution Attacks. More recent attacks on other microar-
chitectural elements, transient-execution attacks, bypass the most funda-
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mental security guarantees of modern processors. These attacks exploit
the transient execution of instructions that, while executed, are not com-
mitted to the architectural state by the processor. However, during their
execution, they leave microarchitectural state changes that an adversary
can observe. Meltdown-type attacks [26, 50, 119, 126, 155, 177, 276, 292,
293] exploit transient execution of instructions before a fault is handled,
while Spectre-type attacks [50, 52, 109, 155–157, 183] exploit the transient
execution of instructions caused by mispredictions. These attacks allow
the execution of instructions operating with the actual data processed by
the CPU. They typically use the cache as a covert channel to transmit
the data from a microarchitectural state to an architectural state. With
transient-execution attacks, a new research field emerged in the field of
microarchitectural attacks.

Software-based Microarchitectural Fault Attacks. While traditional
fault attacks (see Section 2.3.2) require physical access to the device to
induce faults from the outside, software-based microarchitectural fault at-
tacks aim to induce faults on the microarchitectural level from software
only.

The Rowhammer bug was the first software-based microarchitectural fault
attack, inducing bit flips in DRAM cells. Targeting the DRAM microar-
chitecture, bit flips can be induced by repeatedly accessing DRAM cells
in a high frequency [153]. By inducing bit flips in memory regions that
are not controlled by the adversary, powerful attacks have been demon-
strated: from privilege escalation [88, 266, 299, 327] to fault attacks on
cryptographic primitives [35, 238], to denial-of-service attacks [88, 139].

Karimi et al. maliciously simulated aging effects in CPU cores to degrade
the processor’s performance by 10.91% in 4 weeks [147]. Tang et al. [282]
use software-controlled frequency-induced faults to break ARM Trust-
Zone. Plundervolt [202], Voltjockey [233], and V0LTpwn [150] reduce the
voltage of modern processor cores to induce faults within computations
of trusted-execution environments, compromising their security guaran-
tees.





3
State of the Art

In this chapter, we discuss state-of-the-art software-based microarchitec-
tural attacks and defenses. We discuss software-based microarchitectural
side-channel attacks in Section 3.1, transient-execution attacks in Sec-
tion 3.2, and fault attacks in Section 3.3. In Section 3.4, we will discuss
software-based power side-channel attacks.

3.1. Software-based Microarchitectural
Side-Channel Attacks

In this section, we provide an overview of side-channel attacks targeting
the CPU microarchitecture by executing software. We discuss observable
variations in the behavior of different microarchitectural elements often
introduced by performance optimizations that allow leaking sensitive in-
formation processed on the machine. Numerous works already provided
an exhaustive overview and systematized the landscape of microarchi-
tectural attacks over the past years [7, 33, 74, 83, 181, 205, 275, 280,
338, 340]. However, the field is growing at a fast pace, and new attacks
or defenses emerge almost daily. In this work, we discuss the current
state-of-the-art and how we extended it.

Microarchitectural Side-Channel Attack. Typically, a microarchitec-
tural side-channel attack consists of 3 phases:

1. Preparation: The adversary sets the microarchitectural element to
a known state.

2. Schedule: The victim performs an event changing the state of the
microarchitectural element.

3. Observation: The adversary detects the state change of the microar-
chitectural element.

49



50 Chapter 3. State of the Art

In the first phase, the preparation phase, the adversary sets the microar-
chitectural element to a known state. The microarchitectural element
needs to be shared between the victim and adversary. As an example,
the adversary ensures that the cache is filled with its own data. In the sec-
ond phase, the victim is scheduled, i.e., the victim process can perform an
operation that changes the state of the microarchitectural element. Note
that the second phase is not necessarily executed sequentially or triggered
by the attacker. Many of the described attacks can be mounted in par-
allel to the victim and, thus, a victim action might not be triggered all
the time. In the observation step, the adversary detects the state change
that the victim has performed; typically, by observing timing differences.
The meta-information of detecting the state change enables the attacker
to infer that the victim has performed a certain operation.

Timing Measurement. For timing-based side-channel attacks, in most
cases, a high-resolution timer is used to distinguish subtle timing differ-
ences. While most attacks utilize the rdtsc instruction on x86 CPUs,
on other architectures such timers are not available to unprivileged user
space or not exposed to adversaries running in unprivileged environments.
Hence, in addition to rdtsc, alternative timers have been studied in the
literature: We explored a dedicated counting thread, unprivileged access
to hardware performance counters or the use of POSIX functions as alter-
native measurement sources on ARM-based devices [174]. Schwarz et al.
[263] explored alternative timing sources in JavaScript where native coun-
ters are not accessible.

Shared Elements. Microarchitectural side-channel attacks target mi-
croarchitectural elements that are accessible (directly or indirectly) for
the adversary and the victim. For instance, some microarchitectural el-
ements are private to each CPU core, e.g., the L1 data and instruction
cache. To be accessible to both the attacker and the victim, they have
to run on the same physical core such that both have access to the L1
caches. Some of the elements are statically partitioned between hardware
threads, and, thus, the attacker and victim even need to run on the same
logical core. On the other hand, some elements are shared between all
cores, e.g., the last-level cache, or among all CPUs, e.g., the main memory.

In addition, the attacker typically targets victims from a higher privilege
domain (the operating system, hypervisor, or sandbox) or processes that
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are isolated from the attacker (other user-space applications, trusted-
execution environments). However, in virtualized (virtual machines),
sandboxed (web browser), or other restricted environments (Intel SGX,
TrustZone), access to these resources can be limited or restricted in dif-
ferent ways.

In the remainder of this section, we discuss different attacks on different
microarchitectural elements, namely the cache, the TLB, various predic-
tion mechanisms, the main memory, and exception handling.

3.1.1. Cache Attacks

The most prominent microarchitectural element exploited for side-channel
attacks is the cache. In this section, we discuss different types of cache
attacks that have been used to establish a covert communication channel,
attack cryptographic implementations, and to monitor user activity.

Evict+Time. With Evict+Time, Osvik et al. [211] generalized the first
cache attacks [32, 219] where an adversary manipulates the cache state
and observes timing differences in the execution time of the algorithm un-
der attack. By evicting a cache set, the adversary replaces the cache lines
in the cache set by loading its own data ensuring that victim-controlled
cache lines are not cached anymore. First, the adversary triggers an
event, e.g., an encryption, and, thus, ensures that the memory blocks by
the victim are cached. The attack consists of 2 steps:

1. Evict: By evicting congruent addresses, a specific cache set is primed
(loaded with the adversaries data).

2. Time: The adversary measures the execution time of the event
again.

If the adversary measures a difference in the execution time, the victim
accessed cache lines that map to the primed cache set as accesses to these
cache lines will yield cache misses and, therefore, have to be loaded from
main memory. If, on the other hand, the adversary does not observe
an increase in the execution time, the victim did not access cache lines
within the primed set.

Usually Evict+Time attacks are quite susceptible to noise and, therefore,
require a large number of measurements. Evict+Time has been used to
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attack cryptographic implementations [32, 136, 174, 192, 211, 219, 287],
ASLR [79], and KASLR [110].

Prime+Probe. With Prime+Probe [32, 211, 219], the adversary mea-
sures how long it takes to refill a specific cache set in contrast to Evict+Time
where the execution time of the entire algorithm is measured. The attack
consists of 3 steps:

1. Prime: The adversary primes a cache set by filling the specific set
with attacker-controlled memory locations (Figure 3.1a).

2. Schedule: The victim is scheduled, e.g., performs an encryption
(Figure 3.1b).

3. Probe: The adversary measures how long it takes to reload the
addresses used in the Prime step (Figure 3.1c).

Likewise to Evict+Time, Prime+Probe attacks work on a cache-set gran-
ularity. They can be quite noisy and, thus, require a higher repeti-
tion of measurements. Prime+Probe is often mounted in parallel to
the victim’s execution and, thus, the victim is not directly scheduled
in the second step. However, depending on the attack, the signal can
be amplified by monitoring multiple cache sets at the same time. With
Multi-Prime+Probe [261], it is possible to detect one-time events such as
keystrokes.

Prime+Probe has been used to attack cryptographic implementation tar-
geting the L1 data and L1 instruction caches [4–6, 8, 9, 40, 44, 206, 211,
219, 343] and also the last-level cache [61, 97, 115, 129, 148, 180, 188,
189, 239, 242, 310]. As the last-level cache is physically indexed, phys-
ical address information is typically required to find addresses for the
eviction. Oren et al. [210] used Prime+Probe in sandboxed JavaScript
to recover information of other processes, users, and virtual machines.
Lipp et al. [174] mounted Prime+Probe on mobile devices, Maurice et al.
[190] established a covert channel in the cloud, and Schwarz et al. [261]
monitored inter-keystroke timings targeting kernel drivers. Several at-
tacks target Intel SGX enclaves [42, 77, 195, 258] or mount their attack
from an enclave [265]. With NetCAT [160], Kurth et al. demonstrated
the first network-based Prime+Probe attack using Direct Cache Access
(DCA). While most attacks have been demonstrated on inclusive caches,
Yan et al. [332] use Prime+Probe on non-inclusive caches targeting cache
directories.

However, the Prime+Probe attack technique is not limited to CPU caches
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Victim address space Cache Attacker address space

(a) Prime

Victim address space Cache Attacker address space
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Figure 3.1.: In a Prime+Probe attack, the adversary first primes the cache
set by loading its own data. If the victim accesses addresses
of the same cache set, the adversary measures a higher timing
the probe phase.

and has been demonstrated against all kinds of buffers. Pessl et al. [220]
targeted the DRAM row buffer to monitor keystrokes. Bhattacharya et al.
[35] combined Prime+Probe with Rowhammer in a cryptographic attack.
Using Prime+Probe on branch predictors, Aciicmez et al. [10] attacked
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RSA, while Evtyushkin established a covert channel [66] and demon-
strated an attack against KASLR [67].

Flush+Reload . While Evict+Time and Prime+Probe attacks typically
target an entire cache set, and, thus, work on a cache-set granularity, the
Flush+Reload attack targets a single cache line. While Gullasch et al.
[96] described the first flush-based cache attack, Yarom and Falkner [335]
demonstrated with Flush+Reload an attack that measures how long it
takes to reload a single cache line after it has been flushed from the
cache. The attack consists of 3 phases:

1. Flush: The adversary invalidates a single cache line from the cache
using a dedicated instruction (Figure 3.2a), e.g., clflush.

2. Schedule: The victim is scheduled and performs an event (Fig-
ure 3.2b), e.g., performs an encryption.

3. Reload: The adversary measures how long it takes to reload the
address used in the Flush step (Figure 3.2c).

The idea is that if the victim performed an access to the invalidated ad-
dress, the victim loads said address into the cache. Thus, the adversary
observes a cache hit rather than a cache miss that would occur if the
victim did not access the address. Typically, this attack is performed in a
loop to monitor accesses by the victim continuously. While Flush+Reload
experiences very little noise, it has, however, 2 limitations. First, the
memory used for the attack needs to be shared between the victim pro-
cess and the adversary process. This can be achieved by targeting the
executable of the victim or a shared system library. Second, a dedicated
cache-line invalidation instruction must be accessible to the unprivileged
attacker. On x86, an adversary can use clflush or clflushopt; on
ARMv8-based devices, dc civac. However, such instructions can be dis-
abled on ARM for unprivileged access, and while they are not available
on all architectures, they are also not exposed to restricted environments
such as JavaScript.

Flush+Reload has been demonstrated in attacks against cryptographic
implementations [16, 31, 82, 96, 98, 114, 131–133, 174, 225, 335, 342], to
monitor user interaction [94, 174, 199, 309, 341] like user input or as a
covert communication channel [156, 174, 177].
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Figure 3.2.: With Flush+Reload, the adversary invalidates a cache line
shared with the victim. If the victim accesses the cache line,
the adversary observes a low access time in the reload step.

Evict+Reload . Flush instructions are not available to unprivileged user
space on certain architectures at all, e.g., ARMv7, or not exposed to
the user in sandboxed environments or interpreted languages. There-
fore, Evict+Reload [94, 174] describes a special variant of Flush+Reload
that replaces the flush step, that invalidates the targeted cache line, with
eviction. The targeted cache line is evicted when the replacement policy
decides to remove the cache line from the cache and replaces it with other
data. In the most simple form, the adversary loads random data into the
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cache that the targeted cache line will be evicted with high probabil-
ity. By using efficient eviction, adversaries can mount similar attacks on
these devices [174], in JavaScript [79, 156, 251] or remotely [264]. Song
and Liu [271] and Vila et al. [303] present techniques to efficiently find
eviction sets.

Flush+Flush. With Flush+Flush, Gruss et al. [92] demonstrated a vari-
ant of Flush+Reload that performs no direct memory accesses. In con-
trast, it exploits timing differences in the clflush instructions to dis-
tinguish cache hits from misses. Flush+Flush has been used to break
cryptographic algorithms [92, 297], monitor user input [92] and to estab-
lish covert communication [92, 174]

Prime+Abort. Prime+Abort [63, 86] is a variant of Prime+Probe that
replaces the timing of the probe step with the abort semantics of Intel
TSX. When the victim process evicts a cache line that has been loaded
within the TSX transaction by the adversary, the transaction is aborted.
This allows the adversary to detect memory accesses by the victim with-
out requiring a high-resolution timer.

Other Cache Attacks. With Reload+Refresh, Briongos et al. [43]
abused cache-replacement policies of the LLC. Cui and Cheng [60] use
timing differences caused by dirty cache lines to establish a covert chan-
nel. Wan et al. [308] exploit timing differences in the congestion of the
CPU mesh interconnect. Maurice et al. [188], Irazoqui et al. [130], and
Yarom et al. [336] reverse-engineered the complex addressing functions of
Intel’s last-level caches. Xiong et al. [328] target the LRU replacement
policy to establish a covert channel.

With Takeaway (Chapter 5), we advance the state of the art by exploiting
timing differences induced by cache-way predictors as a side channel.

3.1.2. TLB Attacks
The translation-lookaside buffer (TLB) stores the page translations from
virtual to physical memory to speed up subsequent accesses to the same
address. The timing difference, whether an address has already been
translated and cached in the TLB or if the translation is uncached, can
be exploited in multiple ways.



3.1. Software-based Microarchitectural Side-Channel Attacks 57

These timing differences have been exploited to break KASLR in various
ways [46, 90, 110, 140, 158, 256]. For instance, there is a timing difference
in the prefetch instruction if an address is cached in the TLB or not [90].

Gras et al. [80] exploited the TLB to leak fine-grained information about
victim processes to leak EdDSA keys. Deng et al. [62] modeled different
timing-based TLB attacks. Schwarz et al. [256] further exploited the
interaction between the store buffer and the TLB to break ASLR from
JavaScript and to monitor the control flow of the kernel.

3.1.3. Predictors

Predictors play an important role in optimizing the performance in mod-
ern microarchitectures using speculative execution. Besides branch pre-
dictors that try to predict the control flow of programs, other predictors
try to predict the data flow.

Branch Predictors. Aciicmez et al. [10] exploited timing differences that
are caused by mispredicted branches to recover cryptographic keys. Bu-
lygin [45] mounted a side channel on the return-stack buffer to leak cryp-
tographic keys and to establish a covert channel between virtual ma-
chines. Evtyushkin et al. [66] established a Prime+Probe covert channel
on branch predictors, followed by breaking KASLR [67] using BTB colli-
sions. With BranchScope, Evtyushkin et al. [68] presented a fine-grained
attack on the directional branch predictor to attack Intel SGX. Similarly,
Lee et al. [166] presented a BTB side-channel attack inferring the control
flow of SGX enclaves. With BlueThunder, Huo et al. [111] demonstrated
a PHT-based side-channel attack against Intel SGX.

Way Predictors. With Takeaway (see Chapter 5), we advance the state
of the art by exploiting way predictors. AMD uses cache way predictors
to predict in which cache way a certain address is located. We reverse-
engineered the cache way predictors resulting in two attack techniques:
With Collide+Probe, an attacker can monitor a victim’s memory accesses
without knowledge of physical addresses or shared memory when time-
sharing a logical core. With Load+Reload, highly accurate memory-
access traces of victims on the same physical core can be obtained. We
demonstrated these techniques to establish a covert channel, break ASLR
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and KASLR, recover AES keys, and to exfiltrate secret data from the
kernel.

Store-to-load Forwarding. With store-to-load forwarding, a CPU for-
wards the data from a previous store operation to a subsequent load
operation. As discussed in Section 2.1.2, the data is typically forwarded
after the processor asserts that the address of the store and load match.
Schwarz et al. [256] exploit this optimization in combination with the
TLB to break KASLR. On Intel CPUs, loads are checked against previ-
ous stores, but instead of comparing the full address, only the lower 12 bits
have to match before the load is reissued [117]. This effect is also known
as 4K aliasing. In addition, partial address checks based on the physical
address are performed as well [134]. Sullivan et al. [278] exploited this
effect to establish a high-performance covert channel. With MemJam,
Moghimi et al. [194] inject false dependencies of memory read-after-write
hazards that slow down the victim’s access to specific memory blocks.
Using a similar technique as Evict+Time, they successfully recovered se-
cret keys from a variety of constant-time cryptographic implementations.
With Spoiler, Islam et al. [134] exploited the dependency resolution logic
to learn about physical address mappings accelerating Prime+Probe at-
tacks and Rowhammer attacks.

In contrast to store-to-load forwarding, AMD’s predictive store forward-
ing does not wait for the address calculation to complete [11]. By learning
the relationship between loads and stores within the same context over
time, a predictor speculatively performs store-to-load forwarding.

Prefetcher. Bhattacharya et al. [36] explored the influence of hard-
ware prefetchers in cache timing attacks. Shin et al. [269] exploit stride
prefetchers to monitor access patterns, allowing to leak cryptographic
keys. With PAPP, Wang et al. [310] reverse-engineered hardware prefetch-
ers and their replacement policies to build a prefetcher-aware Prime+Probe
attack. Rohan et al. [243] reverse-engineered the L2 hardware prefetcher
and used it to establish a covert channel between two processes running
on the same physical core.
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3.1.4. DRAM

The main memory, usually implemented as DRAM, plays another impor-
tant role in the memory hierarchy (see Section 2.2.1). By design, DRAM
modules (see Section 2.2.5) contain row buffers that are necessary to read
from and write to rows in the chip. Memory requests to a row that have
already been opened are faster as they are still buffered in the row buffer.
With DRAMA, Pessl et al. [220] exploit these timing differences caused by
row hits and row conflicts in DRAM modules to not only reverse-engineer
the mapping functions of the memory controller but also monitor user ac-
tivity and establish a covert channel. Furthermore, Barenghi et al. [28],
Wang et al. [312] , and Helm et al. [102] discuss alternative approaches to
reverse-engineer the mapping functions. Schwarz et al. [263] exploited this
measurable effect in JavaScript to build a DRAM-based covert channel.
We used this timing difference to automatically classify the page policies
actively used by the memory controller [179]. Furthermore, side-channel
attacks targeting the DRAM have been mounted on SGX enclaves [313]
or by monitoring the bandwidth [314].

3.1.5. Exceptions and Interrupts

Another category of microarchitectural side-channel attacks targets ex-
ceptions and interrupt handling that disrupts the execution of instruc-
tions. While exceptions are unexpected events occurring within the ex-
ecution of instructions, e.g., page faults, interrupts are events triggered
from outside the program, e.g., hardware break points, user input, or
timers. Whenever an exception or interrupt occurs, it has to be handled
by the operating system before the execution of the program can continue.

In this section, we discuss several works that exploit exceptions and in-
terrupts to deduce sensitive information. Suzaki et al. [279], Owens et al.
[212], Xiao et al. [325], Bosman [41] and Gruss et al. [85], Harnik [101]
used page faults caused by memory deduplication to detect running pro-
cesses and fingerprinting. Xu et al. [330], Van Bulck et al. [296], Xiao et
al. [326] and Weiser et al. [317] induce page faults in controlled-channel
attacks against Intel SGX enclaves. With Nemesis, Van Bulck et al. [295]
measured the latency of timer interrupts to infer instruction timings of
Intel SGX enclaves.

With KeyDrown [261], we monitored processor interrupts to infer inter-
keystroke timings. We demonstrated the applicability of the attack in
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JavaScript on desktop and mobile devices (see Chapter 8), allowing us to
observe user activity for touch and tap events, i.e., when a user enters
the unlock pin code of the phone.

3.1.6. Other Microarchitectural Side-Channel Attacks
In addition to the discussed categories of microarchitectural side-channel
attacks, further research on other microarchitectural elements has been
conducted. Sibert et al. described several possible side-channel attacks on
the Intel 80x86 processor already in 1995, e.g., on the FPU, the cache, and
TLB. Wang [315] identified various attack vectors in processors in 2006:
From the contention of functional units in SMT processors to speculation-
based covered channels. Aldaya et al. [13] exploited port contention to
recover cryptographic keys. Andrysco et al. [20] identified timing dif-
ferences in the floating-point instructions depending on their operands.
Evtyushkin et al. [65] targeted the random number generators on pro-
cessors to establish a covert channel across CPU cores and across virtual
machines. Paccagnella et al. [213] target the CPU on-chip ring inter-
connect. Uhsadel et al. [289] and Bhattacharya and Mukhopadhyay [35]
exploit hardware performance counters to conduct side-channel attacks.
Jang et al. [140] exploit transactional memory to derandomize the kernel
address-space layout (KASLR). Canella et al. [49] exploit a side channel
introduced by incomplete Meltdown mitigations to break KASLR. Weber
et al. [316] present a fuzzing-based framework to automatically discover
microarchitectural side channels.

3.2. Transient-Execution Attacks
Transient-execution attacks exploit the microarchitectural side effects of
instructions that are executed transiently, i.e., instructions that are exe-
cuted by the processor but their results are never committed to the archi-
tectural state. While microarchitectural side-channel attacks have been
limited to leak only metadata about the execution of a program, i.e., ex-
ecuted instructions or data accesses, transient-execution attacks extract
victim data directly. In this section, we discuss transient-execution at-
tacks in general, their different variants, and defenses.

Basic Idea. With speculative execution (see Section 2.1.2.3), processors
try to predict which instructions should be executed next, leading to the
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transient execution of these instructions if the prediction was false. With
out-of-order execution (see Section 2.1.2), operations following an instruc-
tion triggering an exception can also be executed transiently. While tran-
sient instructions are never committed to the architectural state, their
execution alone can cause observable side effects in the microarchitec-
tural domain. Using microarchitectural side-channel techniques, these
side effects can be made visible in the architectural domain.

Transient-execution attacks describe a new class of microarchitectural at-
tacks that access secret data in the transient domain and use a microar-
chitectural covert channel to transmit secret data to the architectural
domain. Thus, transient-execution attacks consist of two main parts: the
access to secret data and the covert communication channel. The access
to secret data could be a location in the victim’s memory that the vic-
tim instruction stream would usually not access, e.g., an out-of-bounds
memory access. Furthermore, as transient instructions are never com-
mitted to the architectural state, a processor may weaken its security
guarantees within the transient domain, allowing instructions to access
data they otherwise would not be able to access, i.e., data of another
security domain.

A transient-execution attack typically consists of multiple phases. While
Canella et al. [50] initially proposed 5 distinct phases and Xiong and
Szefer [329] used 3 phases, Canella et al. [47] and Gruss [84] recently
used 6 phases to describe the basic idea of a transient-execution attack.
However, we only consider 3 phases for simplicity:

1. Trigger. The adversary steers the processor to execute certain in-
structions transiently using a trigger instruction. This trigger in-
struction can be a mispredicted branch instruction or an instruction
triggering a fault, assist, or interrupt.

2. Access and Send. In the transient domain, these instructions access
secret data and form the sending part of the covert channel.

3. Receive. In the architectural domain, the adversary recovers the
secret data with the receiving end of the covert channel.

Like the first transient-execution attacks, Meltdown [177] and Spectre [156],
we distinguish the different types of transient-execution attacks based on
the trigger instruction: While Spectre-type attacks trigger transient exe-
cution in the form of speculative execution following a data- or control-
flow misprediction, Meltdown-type attacks exploit illegal data flow follow-
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ing faults, assists, or other events causing a (partial) flush of the pipeline.
With Load Value Injection (LVI), Meltdown-type data leakage effects are
reversely exploited to poison transient execution in a victim domain form-
ing another subclass of transient-execution attacks. After the disclosure
of the original Meltdown [177] and Spectre [156] paper, different classifi-
cation schemes have been proposed [50, 127, 251, 329] to shed some light
on the jungle of different transient-execution attacks.

Transient-execution attacks can be leveraged within or between differ-
ent protection domains, e.g., the operating system, virtual machines, or
trusted-execution environments such as Intel SGX. However, these do-
mains are not limited to an individual CPU but can span all kinds of
devices that are connected to each other [127] as transient-execution at-
tacks have also been demonstrated remotely [264].

In the remainder of this section, we discuss Spectre-, Meltdown- and LVI-
type attacks in more detail and the mitigations they require.

3.2.1. Spectre-type Attacks

Spectre-type attacks exploit the transient execution of instructions that
follow a control- or data-flow misprediction. The idea is to mistrain the
branch-prediction unit such that the processor speculatively executes in-
structions that do not occur architecturally in the instruction stream. In
modern processors, multiple different predictors jointly decide the out-
come and the target of a branch (see Section 2.1.2.3). Thus, by poisoning
one or multiple prediction units, Spectre-type attacks steer the transient
execution to so-called gadgets, i.e., code snippets that enable the adver-
sary to expose sensitive data through microarchitectural state changes.

Following the classification scheme by Canella et al. [50], Spectre-type
attacks can be classified by the prediction unit they mistrain.

• Pattern History Table (PHT). With Spectre-PHT, initially described
as Variant 1 [156], the Pattern History Table mispredicts whether
a branch should be taken or not taken. The PHT is typically mis-
trained to take a branch by repeatedly calling the targeted code
with arguments that will take a branch, i.e., in-bound values, for
a bounds check. Then, the code is executed with an out-of-bounds
argument that would architecturally not take the branch. However,
the CPU will first mispredict the branch direction and execute the
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instructions transiently with the provided out-of-bound values be-
fore it detects and corrects the misprediction.

• Branch Target Buffer (BTB). With Spectre-BTB, initially described
as Variant 2 [156], the Branch Target Buffer is exploited to mispre-
dict the address the control flow should be redirected to. This allows
an adversary to basically steer the transient execution to any ad-
dress in the victim domain, enabling return-oriented programming
attack techniques in the transient domain.

• Return Stack Buffer (RSB). With the RSB, the return address of a
function can be predicted on a ret instruction. The RSB stores the
location of the most recent call instructions. While we suspected
that the RSB can be exploited in the original Spectre paper et al.
[156], Maisuradze and Rossow [183] and Koruyeh et al. [157] were
the first to demonstrate this variant by over- and underflowing the
RSB. By poisoning the RSB with incorrect return addresses, the ad-
versary can steer the victim’s execution to a gadget leaking sensitive
information.

• Store-to-load Forwarding (STL). Originally described as Variant
4 [273], Horn exploited the memory disambiguator to mispredict
that a load does not depend on an earlier store operation. The load
operation is speculatively executed, returning a stale value from the
cache.

In addition, there are other hardware predictors whose behavior can
influence the transient domain. With Value Prediction [170, 171], Li-
pasti and Shen explore data prediction that tries to predict the actual
results of instructions based on previous results. However, while thor-
oughly researched [145, 216–218, 247] and with value-prediction cham-
pionships [27], so far, value prediction has not been documented to be
implemented in modern microarchitectures. With Zen 3, AMD imple-
ments a predictive store forwarding mechanism [11] that predicts depen-
dencies between loads and stores. Before the actual address has been
determined, the processor predicts whether store-to-load forwarding will
occur between a load and a store based on previous executions.

With Spectre-type attacks, the code gadget performing the secret access
and the sending part of the covert channel are always executed in the
victim’s context. For instance, in a scenario where a user-space applica-
tion targets the operating system, the access to the secret kernel address
is performed speculatively in the kernel’s context and, thus, represents a
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legitimate access in that domain. However, there are different mistrain-
ing strategies that allow the attacker to poison the victim branch [50]
executed within the kernel. As branch predictors are typically indexed
by the virtual address, it is possible to mistrain the predictor from the
same address space or from a different address space controlled by the
attacker. In addition, usually, only a subset of the bits of the address is
used for the index, allowing to use shadow branches whose addresses are
congruent to the victim branch. In sandboxing scenarios, e.g., JavaScript
in a browser, the adversary targets secrets within the same domain.

While we discuss mitigation strategies against Spectre-type attacks later,
there have been various different approaches to automatically find differ-
ent Spectre gadgets in existing codebases and binaries. Wang et al. [311]
used taint tracking, and Bloem et al. [39] used taint analysis and model
checking to identify gadgets. Guarnieri et al. [95] used symbolic execu-
tion, and Oleksenko et al. [209] used fuzzing techniques to find gadgets.

Kiriansky and Waldspurger [155] used speculative stores for speculative
buffer overflows. With speculative probing [76], Göktaş et al. combine
Spectre with a memory corruption vulnerability. The attacker first over-
writes the victim code pointer before Spectre is used for fault suppression
to prevent the application from crashing if the overwritten location is
invalid. With SpecROP, Bhattacharyya et al. [37] demonstrated Spectre-
style code-reuse attacks. Most Spectre-type attacks have been demon-
strated with a cache side-channel to leak from the transient domain [29,
76, 155–157, 183, 273]. Spectre-type attacks have been demonstrated
with other side channels as well enabling different gadgets that can be ex-
ploited: Bhattacharya et al. [34] and Fustos and Yun [72] use contention-
based side channels, we used AMD’s way predictor [175], Rensee et al.
[240] the µOP cache, and Schwarz et al. [256] used TLB effects on the
store buffer. Furthermore, Schwarz et al. [264] used timing differences in-
troduced by the AVX unit. Weber et al. [316] exploits that the AVX unit
is resetted faster if an x87-FPU instruction is executed. Alternative covert
channels enable other Spectre gadgets that have different requirements to
be exploited. For instance, our covert channel based on the way predictor
lifts the requirement of cache-based covert channels that require shared
memory between the adversary and victim domain. Wampler et al. [307]
leverages speculative execution to hide malware from static and dynamic
analysis.
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3.2.1.1. Mitigations

Spectre-type attacks exploit speculative execution and, thus, a fundamen-
tal microarchitectural design that increases performance. Mispredictions
represent a corner case in speculative execution that should happen only
very rarely. While they are explicitly triggered in Spectre-type attacks,
they are an expected side effect. Hence, the underlying issue is much
more fundamental and cannot be fully mitigated in hardware. Thus, it
remains an open issue in the future [191].

To prevent the exploitation of Spectre-type attacks, mitigation strategies
on various levels have been suggested. As Canella et al. [48], Xiong et al.
[329] and Gruss [84] give a more in-depth overview of these mitigations,
we only focus on an excerpt of these.

To prevent the processor from speculating, serializing, or fencing instruc-
tions can be inserted to ensure that the following instructions are only
executed when all previous instructions are completed. With lfence on
x86 and DSB SY barrier instructions can be used to prevent speculation.
These barriers have to be inserted in every potential Spectre gadget to
prevent its exploitation. Therefore, automatically detecting these gadgets
is an ongoing research effort [39, 95, 209, 311].

Future branch predictor designs could partition [305, 348] or encrypt [165]
prediction history on a per-context level. However, these approaches can-
not protect against attack variants that use in-place mistraining within
the same domain. For existing CPUs, to prevent cross-domain mistrain-
ing, Indirect Branch Restricted Speculation (IBRS) does not allow un-
privileged code to mistrain privileged code. With Single Thread Indirect
Branch Prediction (STIBP), one hardware thread cannot influence the
history of the other. The Indirect Branch Predictor Barrier (IBPB) is
used during context switches to flush the BTB. With retpolines [288], in-
direct branches are rewritten to special code sequences that use returns.
When speculating, the RSB will predict an endless loop until the actual
target is known.

3.2.2. Meltdown-type Attacks

Meltdown-type attacks exploit illegal data flow during transient instruc-
tions following a fault, assist, or other events, causing a (partial) flush
of the pipeline or the selective replay of instructions. While Spectre-
type attacks exploit the intended speculative execution of instructions,
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Meltdown-type attacks exploit that security guarantees of the architec-
ture are neglected during transient execution. While these microarchi-
tectural design decisions are sensible from a performance point of view
and simplicity, they have immense security implications if the microar-
chitectural state can be inspected. Meltdown-type attacks directly read
sensitive data processed in other protection domains without relying on
instruction sequences in the victim domain.

In our original Meltdown attack [177], we exploited the fact that data from
kernel addresses is forwarded transiently to the unprivileged attacker if
the data is stored in the L1 data cache [323]. The unauthorized loads
are forwarded to subsequent transient instructions allowing the attacker
to establish a cache-based covert channel to exfiltrate the data. When
the exception raised by the user-mode access to a kernel page (defined by
the U/S-bit in the x86 page table entry [118]) is handled on instruction
commitment or suppressed by using transactional memory or a mispre-
diction, the microarchitectural state change has already been performed
to transmit the secret. With Meltdown, the memory isolation protection
of the processor has been melted down.

In contrast to Spectre-type attacks where the access to the secret is per-
formed by the victim in the victim’s context, Meltdown-type attacks di-
rectly bypass the victim’s security domain and enable adversaries to leak
the data directly. The code sequences accessing the secret are directly
controlled by the adversary to leak from other domains, i.e., other user-
space applications [177, 251, 262, 276], the operating system or hypervi-
sor [46, 177, 251, 262], virtual machines [262, 276] and trusted-execution
environments [237, 262, 293], by picking up data from different buffers
and buses.

While the L1 cache has been primarily used to leak data in Meltdown [177]
and Foreshadow [293], the complex interaction between different microar-
chitectural attacks enabled further exploitation of illegal data flows within
the transient domain. In the original Meltdown paper [177], we already
attributed some leakage to the line-fill buffers (LFB). In subsequent work,
the line-fill buffers (LFB) and load ports (LP) have been studied more
thoroughly in ZombieLoad [262], RIDL [251], and Medusa [197]. Espe-
cially with one variant of ZombieLoad, also known as TSX Asynchronous
Abort (TAA), we exploited Intel’s transactional memory extension to leak
data on CPUs that have been deemed secure against the other described
variants. In addition, we demonstrated that the initially proposed miti-
gations by Intel have been insufficient and could still be exploited. With
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CacheOut [252], Van Schaik further explored this variant. These variants
have further been described in two addenda by the RIDL authors [249,
250]. With Fallout [46], we showed that we can leak previous stores
from the store buffer. With Medusa [197], we developed a fuzzing ap-
proach to generate and evaluate new variants that allow leaking from
various buffers. Further attacks target floating-point registers [276] and
privileged registers [125] on the same CPU core. CrossTalk [237] targets
staging buffers that are shared between CPU cores.

We systematize Meltdown-type attacks by classifying them based on their
fault condition and back then uncovered two yet undescribed variants that
allowed us to bypass protection keys and checks from the bound instruc-
tion [50]. However, while the proposed canonical naming scheme brought
a better structure into the original names of these attacks. This scheme
takes an architectural or software viewpoint. Later, Canella et al. [47]
looked for similarities in Meltdown-type attacks based on their microar-
chitectural behavior. With Medusa [197], we use hardware performance
counters to find similarities and differences between them to get a better
understanding from where values are leaked and which hardware paths
they exploit. We show that both, the newly generated and already de-
scribed variants, fit in the previous naming scheme.

3.2.2.1. Mitigations

In contrast to Spectre-type attacks, Meltdown-type attacks can be mit-
igated relatively easily on the silicon level. With the assumption that
the microarchitectural state cannot be inspected and the security guar-
antees on the architectural level are met, different processor designs con-
tain different optimizations for speed, simplicity, and energy efficiency.
If, thereby, the security guarantees are neglected on the microarchitec-
tural level, Meltdown-type attacks are possible. While Intel seems to be
affected by almost all published attacks, some variants are also appli-
cable to microarchitectures from other CPU vendors. While the ARM
Cortex-A75 design has been vulnerable to Meltdown [22], we additionally
demonstrated that the Samsung Exynos M1 used in the Samsung Galaxy
S7 phone has been vulnerable as well [177]. Furthermore, Apple [21] and
IBM [226] stated that some of their CPUs are affected by Meltdown as
well.

The issue with Meltdown is that despite the failed permission check, the
unauthorized load still returns the architectural data value to subsequent
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operations that are executed subsequently. The load operation queries
the L1 cache and TLB in parallel and continues the load with the cor-
responding page-frame number (PFN), allowing the load to pick up the
correct value from the L1 cache. However, upon detecting the privilege
violation, the load could be treated differently or squashed entirely as
there is no need for the results to be broadcast to dependent operations.
Alternatively, the TLB could return an invalid PFN, e.g., all bits set, or
the result of the load could be masked with all bits zeroed out. Further-
more, as the TLB result is required for the tag check, the permission bit
is already known, and the load could be handled as if the page is not
mapped at all. Canella et al. [49] observed that AMD CPUs stall when
a kernel address is accessed without privileges. Moreover, they noted
that Intel CPUs containing Meltdown hardware mitigation seem to still
execute the load, however, the result is zeroed out. While this prevents
the data leakage caused by Meltdown as the adversary will only read a
zero value, this behavior still allows certain LVI-type attacks, as we dis-
cuss in Section 3.2.3. Henry Wong [323] further analyzed the behavior
of Meltdown on a variety of different microarchitectures. On the Intel
Core 2, Wong observed the Foreshadow attack where data is forwarded
for not-present pages before the Foreshadow paper [293] was public.

These above described design changes to mitigate Meltdown can only be
incorporated in new microarchitectures, and, hence, a software workaround
is required. For Meltdown to succeed, the kernel address has to be
mapped in the virtual address space used by the user-space application.
If the kernel page is not mapped while running in user mode, the TLB
cannot translate it and, thus, the kernel data cannot be forwarded tran-
siently. In 2017, we proposed the KAISER patch [87] to the Linux kernel
to prevent various side-channel attacks that allowed defeating KASLR.
By enforcing stronger kernel isolation, kernel pages are not mapped while
running in user mode. As this design change of the operating system also
defeats Meltdown, it has been adopted by the major operating systems
to mitigate Meltdown in software on affected CPUs.

To mitigate other Meltdown-type attacks, Intel introduced or modified in-
structions that allow flushing different microarchitectural buffers on con-
text switches. For instance, the L1 data cache is flushed when entering
or exiting an SGX enclave. Similarly, the hypervisor flushes the L1 data
cache when switching between virtual machines. For ZombieLoad and
RIDL, the verw instruction clears the line-fill buffers and store buffer and
is used on every context switch. While more recent CPU generations al-
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ready integrate hardware mitigations against ZombieLoad and RIDL, the
TAA variant could still leak sensitive information on the Cascade Lake
microarchitecture. There, a microcode update introduced an option that
effectively disables TSX. In addition, all these mitigations do not prevent
attack scenarios where the victim and adversary run on SMT threads of
the same core, and, thus, it is recommended to disable hyper-threading.

3.2.3. LVI-type Attacks

LVI-type attacks reversely exploit Meltdown-type leakage effects to inject
poisoned values into the victim domain to obtain sensitive information.
Instead of a poisoned prediction history that is used in Spectre-type at-
tacks, the transiently injected data values instead trick the victim into ex-
posing its data. Likewise to Spectre-type attacks, the access and sending
component of the covert channel is performed by the victim, and, hence,
the victim is architecturally allowed to perform that access. In contrast
to Meltdown-type attacks, LVI-type attacks require specific code gadgets
in the victim domain. However, in contrast to Spectre gadgets, LVI gad-
gets are much simpler, and depending on the adversary’s capabilities, a
single load operation can serve as an exploitable LVI gadget.

To exploit an LVI-type attack, the victim has to perform an operation
that induces a fault or assist. While these faults can occur during the
regular execution of a victim process, the likelihood that the same in-
struction faults on a regular basis is very low. In our user-to-kernel
proof-of-concept, we assume that the targeted kernel page is swappable
and artificially clear the accessed bit of the targeted page. As Windows
periodically clears the accessed bit of pages, we use the same principle in
a user-to-user setting. However, LVI-type attacks can be best performed
in scenarios where a malicious operating system targets an Intel SGX en-
clave to use precise execution control of the enclave [296]. By interrupting
the enclave before executing the targeted instruction, the adversary can
directly clear the accessed or supervisor bit for the enclave page to trig-
ger the fault when resuming the enclave. Furthermore, the adversary can
force the enclave to repeatedly execute the same instruction [296] increas-
ing the chance to inject the malicious data and, thus, to leak the sensitive
information. With LVI-NULL, we describe a special case where it is suffi-
cient to inject a zero value into the victim. In Meltdown-resistant CPUs,
the results to dependent instructions are zeroed out to prevent data leak-
age [120, 256] and, therefore, in an LVI-type attack, a zero value would
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be transiently injected. While an injected zero value seems rather harm-
less, when targeting an SGX enclave, a malicious operating system can
map the zero page to exploit a transient null-pointer dereference in the
enclave.

3.2.3.1. Mitigations

As LVI-type attacks invertedly exploit the leakage effects of Meltdown-
type attacks, hardware mitigations of Meltdown-type attacks can be suf-
ficient to eliminate the LVI counterpart. However, in Section 3.2.2.1, we
discuss that in case of a faulting load returning a fixed value, e.g., all
bits set to 0 or 1, instead of the actual inaccessible value mitigates the
data leakage. In an LVI attack, this means that a value of all 0s or 1s is
injected into the victim domain. We demonstrated that this behavior on
its own can be exploited again by leaking AES-NI keys or mapping the
null page in an Intel SGX setting to transiently hijack control flow [294].
Hence, in-silicon mitigations should prevent illegal data flows from loads
to dependent operations.

Since hardware mitigations require new microarchitecture revisions, obvi-
ously, software-based solutions are necessary to protect existing microar-
chitectures. The lfence instruction acts as a barrier to stop speculative
execution. Hence, we suggested to automatically insert an lfence in-
struction as a speculation barrier after every implicit and explicit load
operation [294]. However, our proof-of-concept compiler pass shows a
non-negligible performance impact between a factor of 2 and 19 [294].
Building upon this approach, Intel developed an optimized LVI mitiga-
tion pass for compilers to minimize the number of lfences that need to
be inserted [116]. The idea is only to insert a barrier between load in-
structions and subsequent instructions that may transmit the loaded value
using a covert channel. Following a similar approach used by Bender et al.
[30] to insert fences to enforce certain memory ordering constraints, Intel
analyzed the control-flow graph to detect all possible load (source) and
transmit instructions (sink). By solving the minimum multi-cut problem,
the number of fences can be minimized such that every load followed
by a transmitter instruction is protected by at least one barrier. While
with this algorithm, the minimal number of lfences can be inserted, the
performance overhead is still significant [164].
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3.3. Software-based Microarchitectural Fault
Attacks

While traditional fault attacks (see Section 2.3.2) require physical access
to the device to induce faults from the outside, software-based microar-
chitectural fault attacks aim to induce faults in microarchitectures solely
from software. In this section, we discuss the state-of-the-art of fault
attacks inducing bit flips in the main memory and CPU cores.

3.3.1. Rowhammer

In 2014, Kim et al. [153] described that bit flips can be induced in DRAM
cells from software by accessing neighboring rows in a high frequency. By
forcing repeated memory accesses from DRAM, i.e., using Flush+Reload,
neighboring rows are frequently opened and closed between refresh cycles,
flipping bits by triggering disturbance errors [153]. Seaborn and Dul-
lien [266] made the security implications of the Rowhammer bug clear by
gaining kernel privileges from an unprivileged user space program. Sub-
sequent research showed different techniques to exploit the Rowhammer
bug in numerous ways [12, 35, 41, 51, 55–57, 69, 70, 88, 91, 134, 139, 152,
161, 163, 169, 174, 179, 220, 224, 228, 238, 241, 283, 300, 318, 327, 333,
339, 346, 347]:

Remote Attacks. Gruss et al. [91] showed that bit flips can be induced
within sandboxed JavaScript, enabling remote Rowhammer attacks in the
browser. Bosman et al. [41] exploited memory deduplication in combina-
tion with Rowhammer to disclose pointers allowing to gain arbitrary read
and write access in the Microsoft Edge web browser. Tatar et al. [283]
demonstrated remote Rowhammer attacks using RDMA network cards.
De Ridder et al. [241] demonstrated Rowhammer attacks are still possible
from JavaScript by using a many-sided attack approach.

In a cloud setting, Xiao et al. [327] demonstrated cross-VM Rowham-
mer attacks. Razavi et al. [238] exploited bit flips in co-located virtual
machines to break public-key authentication mechanisms.

With Nethammer (see Chapter 7), we demonstrated remote Rowhammer
attacks on common server hardware. Similar to Tatar et al. [283], we
invalidate the assumption that Rowhammer requires a local attacker. We
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discuss scenarios where an adversary can use uncontrolled bit flips to alter
DNS entries or target OCSP servers.

Improving Rowhammer and Rowhammer Techniques. By reverse-
engineering the DRAM mapping functions, Pessl et al. [220] allowed to
develop faster and more reliable Rowhammer attacks. Aga et al. [12]
exploited Intel CAT to accelerate eviction-based Rowhammer attacks.
Islam et al. [134] exploited store-to-load forwarding to learn about the
physical page mappings, improving Rowhammer attacks. Quao et al.
[228] used non-temporal instructions to induce bit flips. Zhang et al. [345,
347] described Rowhammer attacks through implicit memory accesses by
the page table walk.

Kwong et al. [161] studied the relationships of data and the induced bit-
flip patterns, not to corrupt data in neighboring rows but to actually infer
their contents.

We present one-location hammering [88] where in contrast to previous at-
tack techniques, we only keep a single row open. In Nethammer (see Chap-
ter 7), we study the effect of memory-replacement policies that enable
one-location hammering. Furthermore, we discuss opcode flipping as a
new exploitation technique by flipping bits in a targeted way in user
space binaries [88]. With memory waylaying, we exploit system-level op-
timizations in combination with a side channel to place target pages at
attacker-chosen physical locations.

Rowhammer Protections. Cojocar et al. [57] demonstrated Rowham-
mer attacks on ECC-protected DDR chips. Kim et al. [152] analyzed
modern DRAM devices and mitigation techniques and concluded that
newer chips are more susceptible to bit flips. Frigo et al. [70] studied
TRR in more depth and demonstrated bit flips despite the mitigation on
a variety of DIMMs. Walker [306] investigates the physical root causes of
bit flips as a starting to point to find effective mitigations for the future.

In Nethammer (see Chapter 7), we already showed that TRR is insuffi-
cient to mitigate Rowhammer.

Attacking Cryptographic Implementations. By combining Rowham-
mer with a Prime+Probe cache attack, Bhattacharya et al. [35] recovered
cryptographic keys. Poddebniak et al. [224] showed Rowhammer attacks
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against EdDSA, and Zeitouni et al. [339] targeted Rowhammer-based
physically unclonable functions (PUF). Mus et al. [204] used Rowham-
mer to recover secret keys from a constant-time implementation of the
post-quantum signature scheme LUOV.

Other. Chakraborty et al. [51] attacked the Page Frame Cache (PFC)
with Rowhammer. Yao et al. [333] targeted deep neural networks with
Rowhammer. Jang et al. [139] used bit flips inside SGX enclaves to mount
a denial-of-service attack. Weissman et al. [318] induced bit flips using
FPGAs in heterogeneous FPGA-CPU platforms. Van der Veen et al.
[300] and Lipp [172] induce bit flips on ARM-based devices. Frigo et al.
[69] induced bit flips using GPU primitives on mobile phones.

3.3.2. Dynamic Voltage and Frequency Scaling

Dynamic Voltage and Frequency Scaling (DVFS) is an energy-saving tech-
nique that reduces energy consumption and temperature. By adjusting
voltage and frequency regulators, the core voltage and core frequency
can be changed accordingly to the runtime demands. Registers in CPUs
are built using flip-flops that only change their states when a clock edge
occurs, i.e., the control signal going from ‘0’ to ‘1’ or from ‘1’ to ‘0’. How-
ever, the intermediate combinatorial logic between two registers does not
produce their outputs immediately, leaving a small timing delay until the
values are propagated. When this timing delay is not taken into account
or not met between a clock cycle, the output is not properly latched into
the input register, leaving it at a stale value [282]. By either overclocking
or undervolting, this timing constraint can be violated, and a fault can
be induced.

With CLKSCREW [282], Tang et al. exploited the energy management
mechanisms to extract cryptographic keys from TrustZone. Using a ma-
licious kernel driver, they adjusted the frequencies using privileged in-
terfaces to overclock the CPU to induce faults. Qiu et al. [230], on the
other hand, manipulated the core voltage to undervolt the ARM pro-
cessor to recover AES keys processed within TrustZone. Murdock et al.
[202] demonstrated with Plundervolt a similar attack on Intel processors.
By abusing a not officially documented voltage-scaling interface, they
were able to induce predictable faults during SGX enclave computation,
to recover keys from AES-NI implementations. Around the same time,
Qiu et al. [231, 232], Kenjar et al. [150], and Chen et al. [53] showed similar
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attacks targeting Intel SGX. Rabich [235] explored software-based fault
attacks on AMD Zen processors. While system crashes were produced,
single faults in operations could not be observed.

3.3.3. Circuit Aging

Circuit aging is not only a reliability concern, the security implications
of aging need to be taken into account [159] as well. With their MAGIC
attack, Karimi et al. [147] simulated specially crafted software sequences
over a long period of time to maliciously trigger aging effects in CPU cores
that degrade the processor’s performance. They observed performance
degradation of up to 10.91% within 4 weeks. Zhao et al. [350] explored the
impact of different routing algorithms for aging acceleration in networks-
on-chip.

3.4. Software-based Power Side-Channel Attacks
In this section, we want to discuss the state-of-the-art of power side-
channel attacks that are conducted using software only. In contrast to
traditional power side-channel attacks where physical access or physical
proximity to obtain the power measurements is required, these attacks
obtain their power information using interfaces exposed to software.

CPU Energy Measurements. To limit, monitor and budget the energy
consumption of processors, CPU manufacturers provide interfaces that
expose the energy measurements to the operating system. With Intel
Running Average Power Limit (RAPL), Intel provides an interface that
exposes some of its measurement counters to unprivileged user space [78,
214].

This interface is used to monitor the energy consumption of different
workloads [99, 151] or the impact of different software defenses [104].
Only recently, research regarding the security implications of such an
interface have been conducted: Fusi [71] used RAPL to attack RSA-
16384 but concluded that the sampling rate of RAPL is too low to mount
an attack, showing that it is only observable whether branches are taken,
and accessed data is cached. Mantel et al. [185] distinguish RSA keys with
different Hamming weights using RAPL but do not try to extract keys or
perform other concrete attacks. Gao et al. [73] use RAPL in containers to
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infer information about the host environment, e.g., co-location of multiple
containers.

We advanced the state of the art by analyzing the RAPL interface fur-
ther. We observed that one can distinguish instructions and also operands
and data loaded based on their Hamming weight [176]. We demonstrated
attacks against AES-NI, the Linux kernel, and Intel SGX enclaves. We
combined the power leakage of Intel RAPL with SGX-step [296] to fin-
gerprint individual instructions executed inside an enclave leaking RSA
keys. Furthermore, we established a covert communication channel, even
in virtual machines [178] as the RAPL interface has been exposed to Xen
guests [324]. Zhang et al. [344] establish a covert communication channel
and perform website fingerprinting using Intel RAPL.

Furthermore, other CPU manufacturers, e.g., ARM, NVIDIA [207], IBM
POWER [113], Ampere [58], Hygon [319], or Marvell [187], provide dif-
ferent power interfaces as well. However, while we conducted some ex-
periments on AMD CPUs [176], they all have not been studied in detail
yet.

Power Analysis on Mobile Devices. Yan et al. [331] monitor system
power information on mobile devices to acquire voltage and current,
observing a correlation with keystrokes, enabling them to infer pass-
word lengths and also distinguish different applications. Qin et al. [229]
use the same interfaces to fingerprint websites on mobile devices. Vasi-
lakis [298] characterized the energy consumption of instructions on ARM
using power sensors available on the targeted platform.

On-die Power Analysis. O’Flynn and Dewar [208] recorded power mea-
surements using an onboard ADC from the non-secure world to recover
secrets processed in the secure world on TrustZone-M. Zhao and Suh [349]
use an FPGA to observe a CPU’s power consumption on the same SoC
to break RSA. Moini et al. [198] targeted BNN accelerators in remote
FPGAs. Tian et al. [285] attacked the versatile tensor accelerator in
multi-tenant FPGAs. With CAPSULe, Giechaskiel et al. [75] established
cross-FPGA covert-channel attacks using leakage of the power supply
units. Schellenberg et al. [253] develop an internal sensor in an FPGA to
deploy key-recovery attacks.





4
Conclusion

In this thesis, we show that microarchitectural performance optimiza-
tions can be exploited from software interfaces on different abstraction
levels. From the CPU or DRAM microarchitecture to the microarchitec-
ture on an operating-system level, side channels and fault attacks allow
extracting sensitive information over abstraction boundaries. With only
software-based approaches, we uncover sensitive information processed by
the victim, even in remote scenarios.

With Meltdown and Spectre, the research field of transient-execution at-
tacks emerged that, in contrast to side-channel attacks, allows extracting
data directly. To mitigate these attacks, a combination of CPU microcode
patches, updates to the operating systems, as well as toolchains and com-
pilers, are necessary; most of them coming with a non-negligible perfor-
mance impact. However, painting a somewhat darker picture, with a high
probability, similar issues exist in any sufficiently enough complex system.
Thus, the future will not only bring new attack variants to light but will
also require a rethinking of tackling these challenges on the microarchi-
tectural level. In addition, further performance optimizations can and
will not only be introduced in the CPU microarchitecture but in every
other abstraction layer as well [186, 221–223, 277]. Future research will
need to investigate the security implications of these and show if similar
or new attacks are possible.

However, the clear definitions of the interfaces that enabled these opti-
mizations in the microarchitectures in the first place allow to either revert
the optimizations or safely implement them in new generations without
breaking the functionality defined by the architecture. It is astonishing
to see that most of these attacks targeting the fine nuances on a microar-
chitectural level could be mitigated on previous generations with software
and firmware updates. However, future designs will need to tackle them
on the silicon level.
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Abstract

To optimize the energy consumption and performance of their CPUs,
AMD introduced a way predictor for the L1-data (L1D) cache to pre-
dict in which cache way a certain address is located. Consequently, only
this way is accessed, significantly reducing the power consumption of the
processor.

In this paper, we are the first to exploit the cache way predictor. We
reverse-engineered AMD’s L1D cache way predictor in microarchitectures
from 2011 to 2019, resulting in two new attack techniques. With Col-
lide+Probe, an attacker can monitor a victim’s memory accesses without
knowledge of physical addresses or shared memory when time-sharing a
logical core. With Load+Reload, we exploit the way predictor to obtain
highly-accurate memory-access traces of victims on the same physical
core. While Load+Reload relies on shared memory, it does not invali-
date the cache line, allowing stealthier attacks that do not induce any
last-level-cache evictions.

We evaluate our new side channel in different attack scenarios. We
demonstrate a covert channel with up to 588.9 kB/s, which we also use
in a Spectre attack to exfiltrate secret data from the kernel. Further-
more, we present a key-recovery attack from a vulnerable cryptographic
implementation. We also show an entropy-reducing attack on ASLR of
the kernel of a fully patched Linux system, the hypervisor, and our own
address space from JavaScript. Finally, we propose countermeasures in
software and hardware mitigating the presented attacks.
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1. Introduction

With caches, out-of-order execution, speculative execution, or simultane-
ous multithreading (SMT), modern processors are equipped with numer-
ous features optimizing the system’s throughput and power consump-
tion. Despite their performance benefits, these optimizations are often
not designed with a central focus on security properties. Hence, microar-
chitectural attacks have exploited these optimizations to undermine the
system’s security.

Cache attacks on cryptographic algorithms were the first microarchitec-
tural attacks [12, 42, 59]. Osvik et al. [58] showed that an attacker can ob-
serve the cache state at the granularity of a cache set using Prime+Probe.
Yarom et al. [81] proposed Flush+Reload, a technique that can observe
victim activity at a cache-line granularity. Both Prime+Probe and Flush+
Reload are generic techniques that allow implementing a variety of dif-
ferent attacks, e.g., on cryptographic algorithms [12, 25, 50, 54, 59, 66,
81], web server function calls [83], user input [31, 48, 82], and address
layout [24]. Flush+Reload requires shared memory between the attacker
and the victim. When attacking the last-level cache, Prime+Probe re-
quires it to be shared and inclusive. While some Intel processors do not
have inclusive last-level caches anymore [80], AMD always focused on
non-inclusive or exclusive last-level caches [37]. Without inclusivity and
shared memory, these attacks do not apply to AMD CPUs.

With the recent transient-execution attacks, adversaries can directly ex-
filtrate otherwise inaccessible data on the system [41, 49, 64, 68, 74].
However, AMD’s microarchitectures seem to be vulnerable to only a few
of them [7, 16]. Consequently, AMD CPUs do not require software mit-
igations with high performance penalties. Additionally, with the perfor-
mance improvements of the latest microarchitectures, the share of AMD
CPU’s used is currently increasing in the cloud [2] and consumer desk-
tops [34].

Since the Bulldozer microarchitecture [5], AMD uses an L1D cache way
predictor in their processors. The predictor computes a µTag using an
undocumented hash function on the virtual address. This µTag is used
to look up the L1D cache way in a prediction table. Hence, the CPU has
to compare the cache tag in only one way instead of all possible ways,
reducing the power consumption.

In this paper, we present the first attacks on cache way predictors. For
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this purpose, we reverse-engineered the undocumented hash function of
AMD’s L1D cache way predictor in microarchitectures from 2001 up to
2019. We discovered two different hash functions that have been im-
plemented in AMD’s way predictors. Knowledge of these functions is
the basis of our attack techniques. In the first attack technique, Col-
lide+Probe, we exploit µTag collisions of virtual addresses to monitor
the memory accesses of a victim time-sharing the same logical core. Col-
lide+Probe does not require shared memory between the victim and the
attacker, unlike Flush+Reload, and no knowledge of physical addresses,
unlike Prime+Probe. In the second attack technique, Load+Reload, we
exploit the property that a physical memory location can only reside
once in the L1D cache. Thus, accessing the same location with a differ-
ent virtual address evicts the location from the L1D cache. This allows
an attacker to monitor memory accesses on a victim, even if the victim
runs on a sibling logical core. Load+Reload is on par with Flush+Reload
in terms of accuracy and can achieve a higher temporal resolution as it
does not invalidate a cache line in the entire cache hierarchy. This allows
stealthier attacks that do not induce last-level-cache evictions.

We demonstrate the implications of Collide+Probe and Load+Reload in
different attack scenarios. First, we implement a covert channel between
two processes with a transmission rate of up to 588.9 kB/s outperforming
state-of-the-art covert channels. Second, we use µTag collisions to reduce
the entropy of different ASLR implementations. We break kernel ASLR
on a fully updated Linux system and demonstrate entropy reduction on
user-space applications, the hypervisor, and even on our own address
space from sandboxed JavaScript. Furthermore, we successfully recover
the secret key using Collide+Probe on an AES T-table implementation.
Finally, we use Collide+Probe as a covert channel in a Spectre attack
to exfiltrate secret data from the kernel. While we still use a cache-
based covert channel, in contrast to previous attacks [41, 44, 51, 70],
we do not rely on shared memory between the user application and the
kernel. We propose different countermeasures in software and hardware,
mitigating Collide+Probe and Load+Reload on current systems and in
future designs.

Contributions. The main contributions are as follows:

1. We reverse engineer the L1D cache way predictor of AMD CPUs and
provide the addressing functions for virtually all microarchitectures.
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2. We uncover the L1D cache way predictor as a source of side-channel
leakage and present two new cache-attack techniques, Collide+Probe
and Load+Reload.

3. We show that Collide+Probe is on par with Flush+Reload and
Prime+Probe but works in scenarios where other cache attacks fail.

4. We demonstrate and evaluate our attacks in sandboxed
JavaScript and virtualized cloud environments.

Responsible Disclosure. We responsibly disclosed our findings to AMD
on August 23rd, 2019.

Outline. Section 2 provides background information on CPU caches,
cache attacks, way prediction, and simultaneous multithreading (SMT).
Section 3 describes the reverse engineering of the way predictor that is
necessary for our Collide+Probe and Load+Reload attack techniques out-
lined in Section 4. In Section 5, we evaluate the attack techniques in
different scenarios. Section 6 discusses the interactions between the way
predictor and other CPU features. We propose countermeasures in Sec-
tion 7 and conclude our work in Section 8.

2. Background
In this section, we provide background on CPU caches, cache attacks,
high-resolution timing sources, simultaneous multithreading (SMT), and
way prediction.

2.1. CPU Caches

CPU caches are a type of memory that is small and fast, that the CPU
uses to store copies of data from main memory to hide the latency of
memory accesses. Modern CPUs have multiple cache levels, typically
three, varying in size and latency: the L1 cache is the smallest and fastest,
while the L3 cache, also called the last-level cache, is bigger and slower.

Modern caches are set-associative, i.e., a cache line is stored in a fixed
set determined by either its virtual or physical address. The L1 cache
typically has 8 ways per set, and the last-level cache has 12 to 20 ways,
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depending on the size of the cache. Each line can be stored in any of
the ways of a cache set, as determined by the replacement policy. While
the replacement policy for the L1 and L2 data cache on Intel is most of
the time pseudo least-recently-used (LRU) [1], the replacement policy for
the last-level cache (LLC) can differ [78]. Intel CPUs until Sandy Bridge
use pseudo least-recently-used (LRU), for newer microarchitectures it is
undocumented [78].

The last-level cache is physically indexed and shared across cores of the
same CPU. In most Intel implementations, it is also inclusive of L1 and
L2, which means that all data in L1 and L2 is also stored in the last-
level cache. On AMD Zen processors, the L1D cache is virtually indexed
and physically tagged (VIPT). On AMD processors, the last-level cache
is a non-inclusive victim cache while on most Intel CPUs it is inclusive.
To maintain the inclusiveness property, every line evicted from the last-
level cache is also evicted from L1 and L2. The last-level cache, though
shared across cores, is also divided into slices. The undocumented hash
function on Intel CPUs that maps physical addresses to slices has been
reverse-engineered [52].

2.2. Cache Attacks

Cache attacks are based on the timing difference between accessing cached
and non-cached memory. They can be leveraged to build side-channel
attacks and covert channels. Among cache attacks, access-driven attacks
are the most powerful ones, where an attacker monitors its own activity
to infer the activity of its victim. More specifically, an attacker detects
which cache lines or cache sets the victim has accessed.

Access-driven attacks can further be categorized into two types, depend-
ing on whether or not the attacker shares memory with its victim, e.g.,
using a shared library or memory deduplication. Flush+Reload [81],
Evict+Reload [31] and Flush+Flush [30] all rely on shared memory that
is also shared in the cache to infer whether the victim accessed a par-
ticular cache line. The attacker evicts the shared data either by using
the clflush instruction (Flush+Reload and Flush+Flush), or by access-
ing congruent addresses, i.e., cache lines that belong to the same cache
set (Evict+Reload). These attacks have a very fine granularity (i.e., a
64-byte memory region), but they are not applicable if shared memory is
not available in the corresponding environment. Especially in the cloud,
shared memory is usually not available across VMs as memory deduplica-
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tion is disabled for security concerns [75]. Irazoqui et al. [37] showed that
an attack similar to Flush+Reload is also possible in a cross-CPU attack.
It exploits that cache invalidations (e.g., from clflush) are propagated
to all physical processors installed in the same system. When reloading
the data, as in Flush+Reload, they can distinguish the timing difference
between a cache hit in a remote processor and a cache miss, which goes
to DRAM.

The second type of access-driven attacks, called Prime+Probe [38, 50, 59],
does not rely on shared memory and is, thus, applicable to more restrictive
environments. As the attacker has no shared cache line with the victim,
the clflush instruction cannot be used. Thus, the attacker has to access
congruent addresses instead (cf. Evict+Reload). The granularity of the
attack is coarser, i.e., an attacker only obtains information about the
accessed cache set. Hence, this attack is more susceptible to noise. In
addition to the noise caused by other processes, the replacement policy
makes it hard to guarantee that data is actually evicted from a cache
set [29].

With the general development to switch from inclusive caches to non-
inclusive caches, Intel introduced cache directories. Yan et al. [80] showed
that the cache directory is still inclusive, and an attacker can evict a
cache directory entry of the victim to invalidate the corresponding cache
line. This allows mounting Prime+Probe and Evict+Reload attacks on
the cache directory. They also analyzed whether the same attack works
on AMD Piledriver and Zen processors and discovered that it does not,
because these processors either do not use a directory or use a directory
with high associativity, preventing cross-core eviction either way. Thus, it
remains to be answered what types of eviction-based attacks are feasible
on AMD processors and on which microarchitectural structures.

2.3. High-resolution Timing

For most cache attacks, the attacker requires a method to measure timing
differences in the range of a few CPU cycles. The rdtsc instruction
provides unprivileged access to a model-specific register returning the
current cycle count and is commonly used for cache attacks on Intel CPUs.
Using this instruction, an attacker can get timestamps with a resolution
between 1 and 3 cycles on modern CPUs. On AMD CPUs, this register
has a cycle-accurate resolution until the Zen microarchitecture. Since
then, it has a significantly lower resolution as it is only updated every 20
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to 35 cycles (cf. Section A). Thus, rdtsc is only sufficient if the attacker
can repeat the measurement and use the average timing differences over
all executions. If an attacker tries to monitor one-time events, the rdtsc
instruction on AMD cannot directly be used to observe timing differences,
which are only a few CPU cycles.

The AMD Ryzen microarchitecture provides the Actual Performance Fre-
quency Clock Counter (APERF counter) [3] which can be used to improve
the accuracy of the timestamp counter. However, it can only be accessed
in kernel mode. Although other timing primitives provided by the ker-
nel, such as get_monotonic_time, provide nanosecond resolution, they
can be more noisy and still not sufficiently accurate to observe timing
differences, which are only a few CPU cycles.

Hence, on more recent AMD CPUs, it is necessary to resort to a dif-
ferent method for timing measurements. Lipp et al. [48] showed that
counting threads can be used on ARM-based devices where unprivileged
high-resolution timers are unavailable. Schwarz et al. [66] showed that a
counting thread can have a higher resolution than the rdtsc instruction
on Intel CPUs. A counting thread constantly increments a global variable
used as a timestamp without relying on microarchitectural specifics and,
thus, can also be used on AMD CPUs.

2.4. Simultaneous Multithreading (SMT)

Simultaneous Multithreading (SMT) allows optimizing the efficiency of
superscalar CPUs. SMT enables multiple independent threads to run in
parallel on the same physical core sharing the same resources, e.g., execu-
tion units and buffers. This allows utilizing the available resources better,
increasing the efficiency and throughput of the processor. While on an
architectural level, the threads are isolated from each other and cannot
access data of other threads, on a microarchitectural level, the same phys-
ical resources may be used. Intel introduced SMT as Hyperthreading in
2002. AMD introduced 2-way SMT with the Zen microarchitecture in
2017.

Recently, microarchitectural attacks also targeted different shared re-
sources: the TLB [23], store buffer [15], execution ports [8, 13], fill-
buffers [64, 68], and load ports [64, 68].
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2.5. Way Prediction
To look up a cache line in a set-associative cache, bits in the address
determine in which set the cache line is located. With an n-way cache,
n possible entries need to be checked for a tag match. To avoid wast-
ing power for n comparisons leading to a single match, Inoue et al. [36]
presented way prediction for set-associative caches. Instead of checking
all ways of the cache, a way is predicted, and only this entry is checked
for a tag match. As only one way is activated, the power consumption
is reduced. If the prediction is correct, the access has been completed,
and access times similar to a direct-mapped cache are achieved. If the
prediction is incorrect, a normal associative check has to be performed.

We only describe AMD’s way predictor [6, 22] in more detail in the follow-
ing section. However, other CPU manufacturers hold patents for cache
way prediction as well [56, 63]. CPU’s like the Alpha 21264 [40] also
implement way prediction to combine the advantages of set-associative
caches and the fast access time of a direct-mapped cache.

3. Reverse-engineering AMDs Way Predictor
In this section, we explain how to reverse-engineer the L1D way predic-
tor used in AMD CPUs since the Bulldozer microarchitecture. First,
we explain how the AMD L1D way predictor predicts the L1D cache
way based on hashed virtual addresses. Second, we reverse-engineer the
undocumented hash function used for the way prediction in different mi-
croarchitectures. With the knowledge of the hash function and how the
L1D way predictor works, we can then build powerful side-channel attacks
exploiting AMD’s way predictor.

3.1. Way Predictor
Since the AMD Bulldozer microarchitecture, AMD uses a way predictor
in the L1 data cache [5]. By predicting the cache way, the CPU only
has to compare the cache tag in one way instead of all ways. While this
reduces the power consumption of an L1D lookup [6], it may increase the
latency in the case of a misprediction.

Every cache line in the L1D cache is tagged with a linear-address-based
µTag [6, 22]. This µTag is computed using an undocumented hash func-
tion, which takes the virtual address as the input. For every memory load,
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Figure 5.1.: Simplified illustration of AMD’s way predictor.

the way predictor predicts the cache way of every memory load based on
this µTag. As the virtual address, and thus the µTag, is known before
the physical address, the CPU does not have to wait for the TLB lookup.
Figure 5.1 illustrates AMD’s way predictor. If there is no match for the
calculated µTag, an early miss is detected, and a request to L2 issued.

Aliased cache lines can induce performance penalties, i.e., two different
virtual addresses map to the same physical location. VIPT caches with a
size lower or equal the number of ways multiplied by the page size behave
functionally like PIPT caches. Hence, there are no duplicates for aliased
addresses and, thus, in such a case where data is loaded from an aliased
address, the load sees an L1D cache miss and thus loads the data from the
L2 data cache [6]. If there are multiple memory loads from aliased virtual
addresses, they all suffer an L1D cache miss. The reason is that every
load updates the µTag and thus ensures that any other aliased address
sees an L1D cache miss [6]. In addition, if two different virtual addresses
yield the same µTag, accessing one after the other yields a conflict in the
µTag table. Thus, an L1D cache miss is suffered, and the data is loaded
from the L2 data cache.

3.2. Hash Function

The L1D way predictor computes a hash (µTag) from the virtual address,
which is used for the lookup to the way-predictor table. We assume that
this undocumented hash function is linear based on the knowledge of other
such hash functions, e.g., the cache-slice function of Intel CPUs [52], the
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DRAM-mapping function of Intel, ARM, and AMD CPUs [4, 60, 71],
or the hash function for indirect branch prediction on Intel CPUs [41].
Moreover, we expect the size of the µTag to be a power of 2, resulting in
a linear function.

We rely on µTag collisions to reverse-engineer the hash function. We
pick two random virtual addresses that map to the same cache set. If
the two addresses have the same µTag, repeatedly accessing them one
after the other results in conflicts. As the data is then loaded from the
L2 cache, we can either measure an increased access time or observe an
increased number in the performance counter for L1 misses, as illustrated
in Figure 5.2.

Creating Sets. With the ability to detect conflicts, we can build N
sets representing the number of entries in the µTag table. First, we
create a pool v of virtual addresses, which all map to the same cache set,
i.e., where bits 6 to 11 of the virtual address are the same. We start
with one set S0 containing one random virtual address out of the pool v.
For each other randomly-picked address vx, we measure the access time
while alternatively accessing vx and an address from each set S0...n. If
we encounter a high access time, we measure conflicts and add vx to that
set. If vx does not conflict with any existing set, we create a new set Sn+1

containing vx.

In our experiments, we recovered 256 sets. Due to measurement errors
caused by system noise, there are sets with single entries that can be
discarded. Furthermore, to retrieve all sets, we need to make sure to test
against virtual addresses where a wide range of bits is set covering the
yet unknown bits used by the hash function.

Recovering the Hash Function. Every virtual address, which is in the
same set, produces the same hash. To recover the hash function, we need
to find which bits in the virtual address are used for the 8 output bits
that map to the 256 sets. Due to its linearity, each output bit of the hash
function can be expressed as a series of XORs of bits in the virtual address.
Hence, we can express the virtual addresses as an over-determined linear
equation system in finite field 2, i.e., GF(2). The solutions of the equation
system are then linear functions that produce the µTag from the virtual
address.
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Figure 5.2.: Measured duration of 250 alternating accesses to addresses
with and without the same µTag.

To build the equation system, we use each of the virtual addresses in the
256 sets. For every virtual address, the b bits of the virtual address a
are the coefficients, and the bits of the hash function x are the unknown.
The right-hand side of the equation y is the same for all addresses in the
set. Hence, for every address a in set s, we get an equation of the form
ab−1xb−1 ⊕ ab−2xb−2 ⊕ · · · ⊕ a12x12 = ys.

While the least-significant bits 0-5 define the cache line offset, note that
bits 6-11 determine the cache set and are not used for the µTag computa-
tion [6]. To solve the equation system, we used the Z3 SMT solver. Every
solution vector represents a function which XORs the virtual-address bits
that correspond to ‘1’-bits in the solution vector. The hash function is
the set of linearly independent functions, i.e., every linearly independent
function yields one bit of the hash function. The order of the bits cannot
be recovered. However, this is not relevant, as we are only interested
whether addresses collide, not in their numeric µTag value.

We successfully recovered the undocumented µTag hash function on the
AMD Zen, Zen+ and Zen 2 microarchitecture. The function illustrated
in Figure 5.3a uses bits 12 to 27 to produce an 8-bit value mapping to
one of the 256 sets:

h(v) = (v12 ⊕ v27) ‖ (v13 ⊕ v26) ‖ (v14 ⊕ v25) ‖ (v15 ⊕ v20) ‖
(v16 ⊕ v21) ‖ (v17 ⊕ v22) ‖ (v18 ⊕ v23) ‖ (v19 ⊕ v24)

We recovered the same function for various models of the AMD Zen mi-
croarchitectures that are listed in Table 5.1. For the Bulldozer microar-
chitecture (FX-4100), the Piledriver microarchitecture (FX-8350), and
the Steamroller microarchitecture (A10-7870K), the hash function uses
the same bits but in a different combination Figure 5.3b.
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Figure 5.3.: The recovered hash functions use bits 12 to 27 of the virtual
address to compute the µTag.

3.3. Simultaneous Multithreading

As AMD introduced simultaneous multithreading starting with the Zen
microarchitecture, the filed patent [22] does not cover any insights on how
the way predictor might handle multiple threads. While the way predictor
has been used since the Bulldozer microarchitecture [5], parts of the way
predictor have only been documented with the release of the Zen microar-
chitecture [6]. However, the influence of simultaneous multithreading is
not mentioned.

Typically, two sibling threads can either share a hardware structure com-
petitively with the option to tag entries or by statically partitioning them.
For instance, on the Zen microarchitecture, execution units, schedulers,
or the cache are competitively shared, and the store queue and retire
queue are statically partitioned [17]. Although the load queue, as well
as the instruction and data TLB, are competitively shared between the
threads, the data in these structures can only be accessed by the thread
owning it.

Under the assumption that the data structures of the way predictor are
competitively shared between threads, one thread could directly influence
the sibling thread, enabling cross-thread attacks. We validate this as-
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sumption by accessing two addresses with the same µTag on both threads.
However, we do not observe collisions, neither by measuring the access
time nor in the number of L1 misses. While we reverse-engineered the
same mapping function (see Section 3.2) for both threads, the possibility
remains that additional per-thread information is used for selecting the
data-structure entry, allowing one thread to evict entries of the other.

Hence, we extend the experiment in accessing addresses mapping to all
possible µTags on one hardware thread (and all possible cache sets).
While we repeatedly accessed one of these addresses on one hardware
thread, we measure the number of L1 misses to a single virtual address
on the sibling thread. However, we are not able to observe any collisions
and, thus, conclude that either individual structures are used per thread
or that they are shared but tagged for each thread. The only exceptions
are aliased loads as the hardware updates the µTag in the aliased way
(see Section 3.1).

In another experiment, we measure access times of two virtual addresses
that are mapped to the same physical address. As documented [6], loads
to an aliased address see an L1D cache miss and, thus, load the data
from the L2 data cache. While we verified this behavior, we additionally
observed that this is also the case if the other thread performs the other
load. Hence, the structure used is searched by the sibling thread, sug-
gesting a competitively shared structure that is tagged with the hardware
threads.

4. Using the Way Predictor for Side Channels
In this section, we present two novel side channels that leverage AMD’s
L1D cache way predictor. With Collide+Probe, we monitor memory
accesses of a victim’s process without requiring the knowledge of physical
addresses. With Load+Reload, while relying on shared memory similar
to Flush+Reload, we can monitor memory accesses of a victim’s process
running on the sibling hardware thread without invalidating the targeted
cache line from the entire cache hierarchy.

4.1. Collide+Probe

Collide+Probe is a new cache side channel exploiting µTag collisions in
AMD’s L1D cache way predictor. As described in Section 3, the way
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predictor uses virtual-address-based µTags to predict the L1D cache way.
If an address is accessed, the µTag is computed, and the way-predictor
entry for this µTag is updated. If a subsequent access to a different
address with the same µTag is performed, a µTag collision occurs, and
the data has to be loaded from the L2D cache, increasing the access time.
With Collide+Probe, we exploit this timing difference to monitor accesses
to such colliding addresses.

Threat Model. For this attack, we assume that the attacker has unpriv-
ileged native code execution on the target machine and runs on the same
logical CPU core as the victim. Furthermore, the attacker can force the
execution of the victim’s code, e.g., via a function call in a library or a
system call.

Setup. The attacker first chooses a virtual address v of the victim that
should be monitored for accesses. This can be an arbitrary valid address
in the victim’s address space. There are no constraints in choosing the
address. The attacker can then compute the µTag µv of the target address
using the hash function from Section 3.2. We assume that ASLR is either
not active or has already been broken (cf. Section 5.2). However, although
with ASLR, the actual virtual address used in the victim’s process are
typically unknown to the attacker, it is still possible to mount an attack.
Instead of choosing a virtual address, the attacker initially performs a
cache template attack [31] to detect which of 256 possible µTags should
be monitored. Similar to Prime+Probe [58], where the attacker monitors
the activity of cache sets, the attacker monitors µTag collisions while
triggering the victim.

Attack. To mount a Collide+Probe attack, the attacker selects a virtual
address v′ in its own address space that yields the same µTag µv′ as the
target address v, i.e., µv = µv′ . As there are only 256 different µTags,
this can easily be done by randomly choosing addresses until the chosen
address has the same µTag. Moreover, both v and v′ have to be in the
same cache set. However, this is easily satisfiable, as the cache set is
determined by bits 6-11 of the virtual address. The attack consists of 3
phases performed repeatedly:

Phase 1: Collide. In the first phase, the attacker accesses the pre-
computed address v′ and, thus, updates the way predictor. The way
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predictor associates the cache line of v′ with its µTag µv′ and subsequent
memory accesses with the same µTag are predicted to be in the same
cache way. Since the victim’s address v has the same µTag (µv = µv′),
the µTag of that cache line is marked invalid and the data is effectively
inaccessible from the L1D cache.

Phase 2: Scheduling the victim. In the second phase, the victim is sched-
uled to perform its operations. If the victim does not access the monitored
address v, the way predictor remains in the same state as set up by the
attacker. Thus, the attacker’s data is still accessible from the L1D cache.
However, if the victim performs an access to the monitored address v, the
way predictor is updated again causing the attacker’s data to be inacces-
sible from L1D.

Phase 3: Probe. In the third and last phase of the attack, the attacker
measures the access time to the pre-computed address v′. If the victim
has not accessed the monitored address v, the data of the pre-computed
address v′ is still accessible from the L1D cache and the way prediction
is correct. Thus, the measured access time is fast. If the victim has
accessed the monitored address v and thus changed the state of the way
predictor, the attacker suffers an L1D cache miss when accessing v′, as
the prediction is now incorrect. The data of the pre-computed address v′

is loaded from the L2 cache and, thus, the measured access time is slow.
By distinguishing between these cases, the attacker can deduce whether
the victim has accessed the targeted data.

Listing 5.1 shows an implementation of the Collide+Probe attack where
the colliding address colliding_address is computed beforehand. The
code closely follows the three attack phases. First, the colliding address
is accessed. Then, the victim is scheduled, illustrated by the run_victim
function. Afterwards, the access time to the same address is measured
where the get_time function is implemented using a timing source dis-
cussed in Section 2.3. The measured access time allows the attacker to
distinguish between an L1D cache hit and an L2-cache hit and, thus, de-
duce if the victim has accessed the targeted address. As other accesses
with the same cache set influence the measurements, the attacker can
repeat the experiment to average out the measured noise.

Comparison to Other Cache Attacks. Finally, we want to discuss the
advantages and disadvantages of the Collide+Probe attack in compari-
son to other cache side-channel attacks. In contrast to Prime+Probe, no
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1 access(colliding_address);
2 run_victim();
3 size_t begin = get_time();
4 access(colliding_address);
5 size_t end = get_time() − begin;
6 if ((end − begin) > THRESHOLD) report_event();

Listing 5.1: Implementation of the Collide+Probe attack

knowledge of physical addresses is required as the way predictor uses the
virtual address to compute µTags. Thus, with native code execution, an
attacker can find addresses corresponding to a specific µTag without any
effort. Another advantage of Collide+Probe over Prime+Probe is that a
single memory load is enough to guarantee that a subsequent load with
the same µTag is served from the L2 cache. With Prime+Probe, multi-
ple loads are required to ensure that the target address is evicted from
the cache. In modern Prime+Probe attacks, the last-level cache is tar-
geted [38, 48, 50, 67], and knowledge of physical addresses is required to
compute both the cache set and cache slice [52]. While Collide+Probe re-
quires knowledge of virtual addresses, they are typically easier to get than
physical addresses. In contrast to Flush+Reload, Collide+Probe does
neither require any specific instructions like clflush nor shared memory
between the victim and the attacker. A disadvantage is that distinguish-
ing L1D from L2 hits in Collide+Probe requires a timing primitive with
higher precision than required to distinguish cache hits from misses in
Flush+Reload.

4.2. Load+Reload

Load+Reload exploits the way predictor’s behavior for aliased address,
i.e., virtual addresses mapping to the same physical address. When ac-
cessing data through a virtual-address alias, the data is always requested
from the L2 cache instead of the L1D cache [6]. By monitoring the perfor-
mance counter for L1 misses, we also observe this behavior across hard-
ware threads. Consequently, this allows one thread to evict shared data
used by the sibling thread with a single load. Although the requested data
is stored in the L1D cache, it remains inaccessible for the other thread
and, thus, introduces a timing difference when it is accessed.
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Threat Model. For this attack, we assume that the attacker has un-
privileged native code execution on the target machine. The attacker
and victim run simultaneously on the same physical but different logical
CPU thread. The attack target is a memory location with virtual address
v shared between the attacker and victim, e.g., a shared library.

Attack. Load+Reload exploits the timing difference when accessing a
virtual-address alias v′ to build a cross-thread attack on shared memory.
The attack consists of 3 phases:

Phase 1: Load. In contrast to Flush+Reload, where the targeted address
v is flushed from the cache hierarchy, Load+Reload loads an address v′

with the same physical tag as v in the first phase. Thereby, it renders the
cache line containing v inaccessible from the L1D cache for the sibling
thread.

Phase 2: Scheduling the victim. In the second phase, the victim process
is scheduled. If the victim process accesses the targeted cache line with
address v, it sees an L1D cache miss. As a result, it loads the data from
the L2 cache, invalidating the attacker’s cache line with address v′ in the
process.

Phase 3: Reload. In the third phase, the attacker measures the access
time to the address v′. If the victim process has accessed the cache line
with address v, the attacker observes an L1D cache miss and loads the
data from the L2 cache, resulting in a higher access time. Otherwise,
if the victim has not accessed the cache line with address v, it is still
accessible in the L1D cache for the attacker and, thus, a lower access
time is measured. By distinguishing between both cases, the attacker can
deduce whether the victim has accessed the address v.

Comparison with Flush+Reload . While Flush+Reload invalidates a
cache line from the entire cache hierarchy, Load+Reload only evicts the
data for the sibling thread from the L1D. Thus, Load+Reload is limited
to cross-thread scenarios, while Flush+Reload is applicable to cross-core
scenarios too.
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5. Case Studies

To demonstrate the impact of the side channel introduced by the µTag,
we implement different attack scenarios. In Section 5.1, we implement a
covert channel between two processes with a transmission rate of up to
588.9 kB/s outperforming state-of-the-art covert channels. In Section 5.2,
we break kernel ASLR, demonstrate how user-space ASLR can be weak-
ened, and reduce the ASLR entropy of the hypervisor in a virtual-machine
setting. In Section 5.3, we use Collide+Probe as a covert channel to ex-
tract secret data from the kernel in a Spectre attack. In Section 5.4, we
recover secret keys in AES T-table implementations.

Timing Measurement. As explained in Section 2.3, we cannot rely on
the rdtsc instruction for high-resolution timestamps on AMD CPUs since
the Zen microarchitecture. As we use recent AMD CPUs for our evalu-
ation, we use a counting thread (cf. Section 2.3) running on the sibling
logical CPU core for most of our experiments if applicable. In other cases,
e.g., a covert channel scenario, the counting thread runs on a different
physical CPU core.

Environment. We evaluate our attacks on different environments listed
in Table 5.1, with CPUs from K8 (released 2013) to Zen 2 (released in
2019). We have reverse-engineered 2 unique hash functions, as described
in Section 3. One is the same for all Zen microarchitectures, and the other
is the same for all previous microarchitectures with a way predictor.

5.1. Covert Channel

A covert channel is a communication channel between two parties that
are not allowed to communicate with each other. Such a covert channel
can be established by leveraging a side channel. The µTag used by AMD’s
L1D way prediction enables a covert channel for two processes accessing
addresses with the same µTag.

For the most simplistic form of the covert channel, two processes agree
on a µTag and a cache set (i.e., the least-significant 12 bits of the virtual
addresses are the same). This µTag is used for sending and receiving data
by inducing and measuring cache misses.
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Table 5.1.: Tested CPUs with their microarchitecture (µ-arch.) and
whether they have a way predictor (WP).

Setup CPU µ-arch. WP

Lab AMD Athlon 64 X2 3800+ K8 7

Lab AMD Turion II Neo N40L K10 7

Lab AMD Phenom II X6 1055T K10 7

Lab AMD E-450 Bobcat 7

Lab AMD Athlon 5350 Jaguar 7

Lab AMD FX-4100 Bulldozer 3

Lab AMD FX-8350 Piledriver 3

Lab AMD A10-7870K Steamroller 3

Lab AMD Ryzen Threadripper 1920X Zen 3

Lab AMD Ryzen Threadripper 1950X Zen 3

Lab AMD Ryzen Threadripper 1700X Zen 3

Lab AMD Ryzen Threadripper 2970WX Zen+ 3

Lab AMD Ryzen 7 3700X Zen 2 3

Cloud AMD EPYC 7401p Zen 3

Cloud AMD EPYC 7571 Zen 3

In the initialization phase, both parties allocate their own page. The
sender chooses a virtual address vS , and the receiver chooses a virtual
address vR that fulfills the aforementioned requirements, i.e., vS and vR
are in the same cache set and yield the same µTag. The µTag can simply
be computed using the reverse-engineered hash function of Section 3.

To encode a 1-bit to transmit, the sender accesses address vS . To trans-
mit a 0-bit, the sender does not access address vS . The receiving end
decodes the transmitted information by measuring the access time when
loading address vR. If the sender has accessed address vS to transmit a
1, the collision caused by the same µTag of vS and vR results in a slow
access time for the receiver. If the sender has not accessed address vS ,
no collision caused the address vR to be evicted from L1D and, thus, the
access time is fast. This timing difference allows the receiver to decode
the transmitted bit.

Different cache-based covert channels use the same side channel to trans-
mit multiple bits at once. For instance, different cache lines [30, 48] or
different cache sets [48, 53] are used to encode one bit of information
on its own. We extended the described µTag covert channel to transmit
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Figure 5.4.: Mean transmission rate of the covert channels using multiple
parallel channels on different CPUs.

multiple bits in parallel by utilizing multiple cache sets. Instead of de-
coding the transmitted bit based on the timing difference of one address,
we use two addresses in two cache sets for every bit we transmit: One to
represent a 1-bit and the other to represent the 0-bit. As the L1D has 64
cache sets, we can transmit up to 32 bit in parallel without reusing cache
sets.

Performance Evaluation. We evaluated the transmission and error rate
of our covert channel in a local setting and a cloud setting by sending
and receiving a randomly generated data blob. We achieved a maximum
transmission rate of 588.9 kB/s (σx̄ = 0.544, n = 1000) using 80 channels
in parallel on the AMD Ryzen Threadripper 1920X. On the AMD EPYC
7571 in the Amazon EC2 cloud, we achieved a maximum transmission
rate of 544.0 kB/s (σx̄ = 0.548, n = 1000) also using 80 channels. In
contrast, L1 Prime+Probe achieved a transmission rate of 400 kB/s [59]
and Flush+Flush a transmission rate of 496 kB/s [30]. As illustrated
in Figure 5.4, the mean transmission rate increases with the number of
bits sent in parallel. However, the error rate increases drastically when
transmitting more than 64 bits in parallel, as illustrated in Figure 5.6. As
the number of available different cache sets for our channel is exhausted
for our covert channel, sending more bits in parallel would reuse already
used sets. This increases the chance of wrong measurements and, thus,
the error rate.

Error Correction. As accesses to unrelated addresses with the same
µTag as our covert channel introduce noise in our measurements, an at-
tacker can use error correction to achieve better transmission. Using
hamming codes [33], we introduce n additional parity bits allowing us to
detect and correct wrongly measured bits of a packet with a size of 2n−1
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bits. For our covert channel, we implemented different Hamming codes
H(m,n) that encode n bits by adding m−n parity bits. The receiving end
of the covert channel computes the parity bits from the received data and
compares it with the received parity bits. Naturally, they only differ if a
transmission error occurred. The erroneous bit position can be computed,
and the bit error corrected by flipping the bit. This allows to detect up
to 2-bit errors and correct one-bit errors for a single transmission.

We evaluated different hamming codes on an AMD Ryzen Threadrip-
per 1920X, as illustrated in Figure 5.7 in Section B. When sending data
through 60 parallel channels, the H(7, 4) code reduces the error rate to
0.14% (σx̄ = 0.08, n = 1000), whereas the H(15, 11) code achieves an
error rate of 0.16% (σx̄ = 0.08, n = 1000). While the H(7, 4) code is
slightly more robust [33], the H(15, 11) code achieves a better transmis-
sion rate of 452.2 kB/s (σx̄ = 7.79, n = 1000).

More robust protocols have been used in cache-based covert channels
in the past [48, 53] to achieve error-free communication. While these
techniques can be applied to our covert channel as well, we leave it up to
future work.

Limitations. As we are not able to observe µTag collisions between two
processes running on sibling threads on one physical core, our covert
channel is limited to processes running on the same logical core.

5.2. Breaking ASLR and KASLR

To exploit a memory corruption vulnerability, an attacker often requires
knowledge of the location of specific data in memory. With address space
layout randomization (ASLR), a basic memory protection mechanism has
been developed that randomizes the locations of memory sections to im-
pede the exploitation of these bugs. ASLR is not only applied to user-
space applications but also implemented in the kernel (KASLR), random-
izing the offsets of code, data, and modules on every boot.

In this section, we exploit the relation between virtual addresses and
µTags to reduce the entropy of ASLR in different scenarios. With Col-
lide+Probe, we can determine the µTags accessed by the victim, e.g., the
kernel or the browser, and use the reverse-engineered mapping functions
(Section 3.2) to infer bits of the addresses. We show an additional attack
on heap ASLR in Section C.
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Table 5.2.: Evaluation of the ASLR experiments
Target Entropy Bits Reduced Success Rate Timing Source Time

Linux Kernel 9 7 98.5% thread 0.51ms (σ = 12.12µs)
User Process 13 13 88.9% thread 1.94 s (σ = 1.76 s)

Virt. Manager 28 16 90.0% rdtsc 2.88 s (σ = 3.16 s)
Virt. Module 18 8 98.9% rdtsc 0.14 s (σ = 1.74ms)

Mozilla Firefox 28 15 98.0% web worker 2.33 s (σ = 0.03 s)
Google Chrome 28 15 86.1% web worker 2.90 s (σ = 0.25 s)

Chrome V8 28 15 100.0% rdtsc 1.14 s (σ = 0.03 s)

5.2.1. Kernel

On modern Linux systems, the position of the kernel text segment is
randomized inside the 1GB area from 0xffff ffff 8000 0000 - 0xffff
ffff c000 0000 [39, 46]. As the kernel image is mapped using 2MB
pages, it can only be mapped in 512 different locations, resulting in 9 bit
of entropy [65].

Global variables are stored in the .bss and .data sections of the kernel
image. Since 2MB physical pages are used, the 21 lower address bits of
a global variable are identical to the lower 21 bits of the offset within
the the kernel image section. Typically, the kernel image is public and
does not differ among users with the same operating system. With the
knowledge of the µTag from the address of a global variable, one can
compute the address bits 21 to 27 using the hash function of AMD’s L1D
cache way predictor.

To defeat KASLR using Collide+Probe, the attacker needs to know the
offset of a global variable within the kernel image that is accessed by
the kernel on a user-triggerable event, e.g., a system call or an inter-
rupt. While not many system calls access global variables, we found that
the SYS_time system call returns the value of the global second counter
obj.xtime_sec. Using Collide+Probe, the attacker accesses an address
v′ with a specific µTag µv′ and schedules the system call, which accesses
the global variable with address v and µTag µv. Upon returning from
the kernel, the attacker probes the µTag µv′ using address v′. On a
conflict, the attacker infers that the address v′ has the same µTag, i.e.,
t = µv′ = µv. Otherwise, the attacker chooses another address v′ with
a different µTag µv′ and repeats the process. As the µTag bits t0 to t7
are known, the address bits v20 to v27 can be computed from address
bits v12 to v19 based on the way predictor’s hash functions (Section 3.2).
Following this approach, we can compute address bits 21 to 27 of the
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global variable. As we know the offset of the global variable inside the
kernel image, we can also recover the start address of the kernel image
mapping, leaving only bits 28 and 29 unknown. As the kernel is only
randomized once per boot, the reduction to only 4 address possibilities
gives an attacker a significant advantage.

For the evaluation, we tested 10 different randomization offsets on a
Linux 4.15.0-58 kernel with an AMD Ryzen Threadripper 1920X pro-
cessor. We ran our experiment 1000 times for each randomization offset.
With a success rate of 98.5%, we were able to reduce the entropy of
KASLR on average in 0.51ms (σ = 12.12µs, n = 10 000).

While there are several microarchitectural KASLR breaks, this is to the
best of our knowledge the first which reportedly works on AMD and not
only on Intel CPUs. Hund et al. [35] measured differences in the runtime
of page faults when repeatedly accessing either valid or invalid kernel ad-
dresses on Intel CPUs. Barresi et al. [11] exploited page deduplication to
break ASLR: a copy-on-write pagefault only occurs for the page with the
correctly guessed address. Gruss et al. [28] exploited runtime differences
in the prefetch instruction on Intel CPUs to detect mapped kernel pages.
Jang et al. [39] showed that the difference in access time to valid and in-
valid kernel addresses can be measured when suppressing exceptions with
Intel TSX. Evtyushkin et al. [21] exploited the branch-target buffer on
Intel CPUs to gain information on mapped pages. Schwarz et al. [65]
showed that the store-to-load forwarding logic on Intel CPUs is missing
a permission check which allows to detect whether any virtual address is
valid. Canella et al. [15] exploited that recent stores can be leaked from
the store buffer on vulnerable Intel CPUs, allowing to detect valid kernel
addresses.

5.2.2. Hypervisor

The Kernel-based Virtual Machine (KVM) is a virtualization module that
allows the Linux kernel to act as a hypervisor to run multiple, isolated
environments in parallel called virtual machines or guests. Virtual ma-
chines can communicate with the hypervisor using hypercalls with the
privileged vmcall instruction. In the past, collisions in the branch target
buffer (BTB) have been used to break hypervisor ASLR [21, 77].

In this scenario, we leak the base address of the KVM kernel module
from a guest virtual machine. We issue hypercalls with invalid call num-
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bers and monitor, which µTags have been accessed using Collide+Probe.
In our evaluation, we identified two cache sets enabling us to weaken
ASLR of the kvm and the kvm_amd module with a success rate of 98.8%
and an average runtime of 0.14 s (σ = 1.74ms, n = 1000). We verified
our results by comparing the leaked address bits with the symbol table
(/proc/kallsyms).

Another target is the user-space virtualization manager, e.g., QEMU.
Guest operating systems can interact with virtualization managers
through various methods, e.g., the out instruction. Likewise to the pre-
viously described hypercall method, a guest virtual machine can use this
method to trigger the managing user process to interact with the guest
memory from its own address space. By using Collide+Probe in this sce-
nario, we were able to reduce the ASLR entropy by 16 bits with a success
rate of 90.0% with an average run time of 2.88 s (σ = 3.16 s, n = 1000).

5.2.3. JavaScript

In this section, we show that Collide+Probe is not only restricted to na-
tive environments. We use Collide+Probe to break ASLR from JavaScript
within Chrome and Firefox. As the JavaScript standard does not define
a way to retrieve any address information, side channels in browsers have
been used in the past [57], also to break ASLR, simplifying browser ex-
ploitation [24, 65].

The idea of our ASLR break is similar to the approach of reverse-
engineering the way predictor’s mapping function, as described in Sec-
tion 3.2. First, we allocate a large chunk of memory as a JavaScript
typed array. If the requested array length is big enough, the execution
engine allocates it using mmap, placing the array at the beginning of a
memory page [29, 69]. This allows using the indices within the array as
virtual addresses with an additional constant offset. By accessing pairs
of addresses, we can find µTag collisions allowing us to build an equation
system where the only unknown bits are the bits of the address where
the start of the array is located. As the equation system is very small, an
attacker can trivially solve it in JavaScript.

However, to distinguish between colliding and non-colliding ad-
dresses, we require a high-precision timer in JavaScript. While the
performance.now() function only returns rounded results for security
reasons [9, 14], we leverage an alternative timing source [24, 69]. For
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our evaluation, we used the technique of a counting thread constantly
incrementing a shared variable [24, 48, 69, 79].

We tested our proof-of-concept in both the Chrome 76.0.3809 and Fire-
fox 68.0.2 web browsers as well as the Chrome V8 standalone engine. In
Firefox, we are able to reduce the entropy by 15 bits with a success rate
of 98% and an average run time of 2.33 s (σ = 0.03 s, n = 1000). With
Chrome, we can correctly reduce the bits with a success rate of 86.1% and
an average run time of 2.90 s (σ = 0.25 s, n = 1000). As the JavaScript
standard does not provide any functionality to retrieve the addresses used
by variables, we extended the capabilities of the Chrome V8 engine to ver-
ify our results. We introduced several custom JavaScript functions, in-
cluding one that returned the virtual address of an array. This provided
us with the ground truth to verify that our proof-of-concept recovered
the address bits correctly. Inside the extended Chrome V8 engine, we
were able to recover the address bits with a success rate of 100% and an
average run time of 1.14 s (σ = 0.03 s, n = 1000).

5.3. Leaking Kernel Memory

In this section, we combine Spectre with Collide+Probe to leak kernel
memory without the requirement of shared memory. While some Spectre-
type attacks use AVX [70] or port contention [13], most attacks use the
cache as a covert channel to encode secrets [16, 41]. During transient
execution, the kernel caches a user-space address based on a secret. By
monitoring the presence of said address in the cache, the attacker can
deduce the leaked value.

As AMD CPU’s are not vulnerable to Meltdown [49], stronger kernel
isolation [27] is not enforced on modern operating systems, leaving the
kernel mapped in user space. However, with SMAP enabled, the processor
never loads an address into the cache if the translation triggers a SMAP
violation, i.e., the kernel tries to access a user-space address [7]. Thus,
an attacker has to find a vulnerable indirect branch that can access user-
space memory. We lift this restriction by using Collide+Probe as a cache-
based covert channel to infer secret values accessed by the kernel. With
Collide+Probe, we can observe µTag collisions based on the secret value
that is leaked and, thus, remove the requirement of shared memory, i.e.,
user memory that is directly accessible to the kernel.

To evaluate Collide+Probe as a covert channel for a Spectre-type attack,
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we implement a custom kernel module containing a Spectre-PHT gadget
as illustrated as follows:

1 if (index < bounds) { a = LUT[data[index] ∗ 4096]; }

The execution of the presented code snippet can be triggered with an
ioctl command that allows the user to control the index variable as it
is passed as an argument. First, we mistrain the branch predictor by re-
peatedly providing an index that is in bounds, letting the processor follow
the branch to access a fixed kernel-memory location. Then, we access an
address that collides with the kernel address accessed based on a possi-
ble byte-value located at data[index]. By providing an out-of-bounds
index, the processor now speculatively accesses a memory location based
on the secret data located at the out-of-bounds index. Using Collide+
Probe, we can now detect if the kernel has accessed the address based
on the assumed secret byte value. By repeating this step for each of the
256 possible byte values, we can deduce the actual byte as we observe
µTag conflicts. As we cannot ensure that the processor always misspecu-
lates when providing the out-of-bounds index, we run this attack multiple
times for each byte we want to leak.

We successfully leaked a secret string using Collide+Probe as a covert
channel on an AMD Ryzen Threadripper 1920X. With our unoptimized
version, we are able to leak the secret bytes with a success rate of 99.5%
(σx̄ = 0.19, n = 100) and a leakage rate of 0.66B/s (σx̄ = 0.00043, n =
100). While we leak full byte values in our proof-of-concept, other gad-
gets could allow to leak bit-wise, reducing the overhead of measuring
every possible byte value significantly. In addition, the parameters for
the number of mistrainings or the necessary repetitions of the attack to
leak a byte can be further tweaked to match the processor under attack.
To utilize this side channel, the attacker requires the knowledge of the
address of the kernel-memory that is accessed by the gadget. Thus, on
systems with active kernel ASLR, the attacker first needs to defeat it.
However, as described in Section 5.2, the attacker can use Collide+Probe
to derandomize the kernel as well.

5.4. Attacking AES T-Tables

In this section, we show an attack on an AES [19] T-table implementation.
While cache attacks have already been demonstrated against T-table im-
plementations [30, 31, 48, 58, 72] and appropriate countermeasures, e.g.,
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bit-sliced implementations [43, 62], have been presented, they serve as a
good example to demonstrate the applicability of the side channel and
allow to compare it against other existing cache side-channels. Further-
more, AES T-tables are still sometimes used in practice. While some
implementations fall back to T-table implementations [20] if the AES-NI
instruction extension [32] is not available, others only offer T-table-based
implementations [45, 55]. For evaluation purposes, we used the T-table
implementation of OpenSSL version 1.1.1c.

In this implementation, the SubBytes, ShiftRows, and MixColumns steps
of the AES round transformation are replaced by look-ups to 4 pre-
computed T-tables T0, …, T3. As the MixColumns operation is omitted in
the last round, an additional T-table T4 is necessary. Each table contains
256 4-byte words, requiring 1 kB of memory.

In our proof-of-concept, we mount the first-round attack by Osvik et al.
[58]. Let ki denote the initial key bytes, pi the plaintext bytes and xi =
pi ⊕ ki for i = 0, . . . , 15 the initial state of AES. The initial state bytes
are used to select elements of the pre-computed T-tables for the following
round. An attacker who controls the plaintext byte pi and monitors which
entries of the T-table are accessed can deduce the key byte ki = si ⊕ pi.
However, with a cache-line size of 64B, it is only possible to derive the
upper 4 bit of ki if the T-tables are properly aligned in memory. With
second-round and last-round attacks [58, 73] or disaligned T-tables [72],
the key space can be reduced further.

Figure 5.5 shows the results of a Collide+Probe and a Load+Reload
attack on the AMD Ryzen Threadripper 1920X on the first key byte.
As the first key byte is set to zero, the diagonal shows a higher number of
cache hits than the other parts of the table. We repeated every experiment
1000 times. With Collide+Probe, we can successfully recover with a
probability of 100% (σx̄ = 0) the upper 4 bits of each ki with 168 867
(σx̄ = 719) encryptions per byte in 0.07 s (σx̄ = 0.0003). With Load+
Reload, we require 367 731 (σx̄ = 82388) encryptions and an average
runtime of 0.53 s (σx̄ = 0.11) to recover 99.0% (σx̄ = 0.0058) of the key
bits. Using Prime+Probe on the L1 cache, we can successfully recover
99.7% (σx̄ = 0.01) of the key bits with 450 406 encryptions (σx̄ = 1129)
in 1.23 s (σx̄ = 0.003).
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Figure 5.5.: Cache access pattern with Collide+Probe and Load+Reload
on the first key byte.

6. Discussion
While the official documentation of the way prediction feature does not
explain how it interacts with other processor features, we discuss the
interactions with instruction caches, transient execution, and hypervisors.

Instruction Caches. The patent [22] describes that AMD’s way predic-
tor can be used for both data and instruction cache. However, AMD only
documents a way predictor for the L1D cache [6] and not for the L1I
cache.

Transient Execution. Speculative execution is a crucial optimization
in modern processors. When the CPU encounters a branch, instead of
waiting for the branch condition, the CPU guesses the outcome and con-
tinues the execution in a transient state. If the speculation was correct,
the executed instructions are committed. Otherwise, they are discarded.
Similarly, CPUs employ out-of-order execution to transiently execute in-
structions ahead of time as soon as their dependencies are fulfilled. On an
exception, the transiently executed instructions following the exception
are simply discarded, but leave traces in the microarchitectural state [16].
We investigated the possibility that AMD Zen processors use the data
from the predicted way without waiting for the physical tag returned by
the TLB. However, we were not able to produce any such results.
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Hypervisor. AMD does not document any interactions of the way pre-
dictor with virtualization. As we have shown in our experiments (cf. Sec-
tion 5.2), the way predictor does not distinguish between virtual machines
and hypervisors. The way predictor uses the virtual address without any
tagging, regardless whether it is a guest or host virtual address.

7. Countermeasures

In this section, we discuss mitigations to the presented attacks on AMD’s
way predictor. We first discuss hardware-only mitigations, followed by
mitigations requiring hardware and software changes, as well as a software-
only solution.

Temporarily Disable Way Predictor. One solution lies in designing the
processor in a way that allows temporarily disabling the way predictor
temporarily. Alves et al. [10] evaluated the performance impact penalty of
instruction replays caused by mispredictions. By dynamically disabling
way prediction, they observe a higher performance than with standard
way prediction. Dynamically disabling way prediction can also be used
to prevent attacks by disabling it if too many mispredictions within a
defined time window are detected. If an adversary tries to exploit the
way predictor or if the current legitimate workload provokes too many
conflicts, the processor deactivates the way predictor and falls back to
comparing the tags from all ways. However, it is unknown whether AMD
processors support this in hardware, and there is no documented operat-
ing system interface to it.

Keyed Hash Function. The currently used mapping functions (Sec-
tion 3) rely solely on bits of the virtual address. This allows an at-
tacker to reverse-engineer the used function once and easily find colliding
virtual addresses resulting in the same µTag. By keying the mapping
function with an additional process- or context-dependent secret input,
a reverse-engineered hash function is only valid for the attacker process.
ScatterCache [76] and CEASAR-S [61] are novel cache designs prevent-
ing cache attacks by introducing a similar keyed mapping function for
skewed-associative caches. Hence, we expect that such methods are also
effective when used for the way predictor. Moreover, the key can be
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updated regularly, e.g., when returning from the kernel, and, thus, not
remain the same over the execution time of the program.

State Flushing. With Collide+Probe, an attacker cannot monitor mem-
ory accesses of a victim running on a sibling thread. However, µTag
collisions can still be observed after context switches or transitions be-
tween kernel and user mode. To mitigate Collide+Probe, the state of the
way predictor can be cleared when switching to another user-space ap-
plication or returning from the kernel. Every subsequent memory access
yields a misprediction and is thus served from the L2 data cache. This
yields the same result as invalidating the L1 data cache, which is cur-
rently a required mitigation technique against Foreshadow [74] and MDS
attacks [15, 64, 68]. However, we expect it to be more power-efficient than
flushing the L1D. To mitigate Spectre attacks [41, 44, 51], it is already
necessary to invalidate branch predictors upon context switches [16]. As
invalidating predictors and the L1D cache on Intel has been implemented
through CPU microcode updates, introducing an MSR to invalidate the
way predictor might be possible on AMD as well.

Uniformly-distributed Collisions. While the previously described coun-
termeasures rely on either microcode updates or hardware modifications,
we also propose an entirely software-based mitigation. Our attack on an
optimized AES T-table implementation in Section 5.4 relies on the fact
that an attacker can observe the key-dependent look-ups to the T-tables.
We propose to map such secret data n times, such that the data is ac-
cessible via n different virtual addresses, which all have a different µTag.
When accessing the data, a random address is chosen out of the n possible
addresses. The attacker cannot learn which T-table has been accessed by
monitoring the accessed µTags, as a uniform distribution over all possibil-
ities will be observed. This technique is not restricted to T-table imple-
mentations but can be applied to virtually any secret-dependent memory
access within an application. With dynamic software diversity [18], di-
versified replicas of program parts are generated automatically to thwart
cache-side channel attacks.
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8. Conclusion
The key takeaway of this paper is that AMD’s cache way predictors leak
secret information. To understand the implementation details, we re-
verse engineered AMD’s L1D cache way predictor, leading to two novel
side-channel attack techniques. First, Collide+Probe allows monitoring
memory accesses on the current logical core without the knowledge of
physical addresses or shared memory. Second, Load+Reload obtains ac-
curate memory-access traces of applications co-located on the same phys-
ical core.

We evaluated our new attack techniques in different scenarios. We es-
tablished a high-speed covert channel and utilized it in a Spectre at-
tack to leak secret data from the kernel. Furthermore, we reduced the
entropy of different ASLR implementations from native code and sand-
boxed JavaScript. Finally, we recovered a key from a vulnerable AES
implementation.

Our attacks demonstrate that AMD’s design is vulnerable to side-channel
attacks. However, we propose countermeasures in software and hardware,
allowing to secure existing implementations and future designs of way
predictors.
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Appendix

A. RDTSC Resolution

We measure the resolution of the rdtsc instruction using the following
experimental setup. We assume that the timestamp counter (TSC) is
updated in a fixed interval. This assumption is based on the documen-
tation in the manual that the timestamp counter is independent of the
CPU frequency [6]. Hence, there is a modulus x and a constant C, such
that TSC mod x ≡ C iff x is the TSC increment. We can easily find this
x with brute-force, i.e., trying all different x until we find an x, which
always results in the same value C. Table 5.3 shows a rdtsc increments
for the CPUs we tested.

B. Covert Channel Error Rate

Figure 5.6 illustrates the error rate of the covert channel described in Sec-
tion 5.1. The error rate increases drastically when transmitting more
than 64 bits in parallel. Thus, we evaluated different hamming codes on
an AMD Ryzen Threadripper 1920X (Figure 5.7).
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Table 5.3.: rdtsc increments on various CPUs.
Setup CPU µ-arch. Increment

Lab AMD Athlon 64 X2 3800+ K8 1
Lab AMD Turion II Neo N40L K10 1
Lab AMD Phenom II X6 1055T K10 1
Lab AMD E-450 Bobcat 1
Lab AMD Athlon 5350 Jaguar 1
Lab AMD FX-4100 Bulldozer 1
Lab AMD FX-8350 Piledriver 1
Lab AMD A10-7870K Steamroller 1
Lab AMD Ryzen Threadripper 1920X Zen 35
Lab AMD Ryzen Threadripper 1950X Zen 34
Lab AMD Ryzen Threadripper 1700X Zen 34
Lab AMD Ryzen Threadripper 2970WX Zen+ 30
Lab AMD Ryzen 7 3700X Zen 2 36

Cloud AMD EPYC 7401p Zen 20
Cloud AMD EPYC 7571 Zen 22
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Figure 5.6.: Error rate of the covert channel.
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Figure 5.7.: Error rate of the covert channel with and without error cor-
rection using different Hamming codes.
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C. Userspace ASLR
Linux also uses ASLR for user processes by default. However, randomiz-
ing the code section requires compiler support for position-independent
code. The heap memory region is of particular interest because it is lo-
cated just after the code section with an offset of up to 32MB [47]. User
programs use 4 kB pages, giving an effective 13-bit entropy for the start
of the brk-based heap memory.

It is possible to fully break heap ASLR through the use of µTags. An
attack requires an interface to the victim application that incurs a victim
access to data on the heap. We evaluated the ASLR break using a client-
server scenario in a toy application, where the attacker is the malicious
client. The attacker repeatedly sends benign requests until it is distin-
guishable which tag is being accessed by the victim. This already reduces
the ASLR entropy by 8 bits because it reveals a linear combination of the
address bits. It is also possible to recover all address bits up to bit 27
by using the µTags of multiple pages and solving the resulting equation
system.

Again, a limitation is that the attack is susceptible to noise. Too many
accesses while processing the attacker’s request negatively impact the
measurements such that the attacker will always observe a cache miss. In
our experiments, we were not able to mount the attack using a socket-
based interface. Hence, attacking other user-space applications that rely
on a more complex interface, e.g., using D-Bus, is currently not practical.
However, future work may refine our techniques to also mount attacks in
more noisy scenarios. For our evaluation, we targeted a shared-memory-
based API for high-speed transmission without system calls [26] provided
by the victim application. We were able to recover 13 bits with an average
success rate of 88.9% in 1.94 s (σ = 1.76 s, n = 1000).
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Abstract
The security of computer systems fundamentally relies on memory iso-
lation, e.g., kernel address ranges are marked as non-accessible and are
protected from user access. In this paper, we present Meltdown. Melt-
down exploits side effects of out-of-order execution on modern processors
to read arbitrary kernel-memory locations including personal data and
passwords. Out-of-order execution is an indispensable performance fea-
ture and present in a wide range of modern processors. The attack is
independent of the operating system, and it does not rely on any soft-
ware vulnerabilities. Meltdown breaks all security guarantees provided
by address space isolation as well as paravirtualized environments and,
thus, every security mechanism building upon this foundation. On af-
fected systems, Meltdown enables an adversary to read memory of other
processes or virtual machines in the cloud without any permissions or
privileges, affecting millions of customers and virtually every user of a
personal computer. We show that the KAISER defense mechanism for
KASLR has the important (but inadvertent) side effect of impeding Melt-
down. We stress that KAISER must be deployed immediately to prevent
large-scale exploitation of this severe information leakage.

1. Introduction
A central security feature of today’s operating systems is memory isola-
tion. Operating systems ensure that user programs cannot access each
other’s memory or kernel memory. This isolation is a cornerstone of our

9Work was partially done while the author was affiliated to University of Pennsylvania
and University of Maryland.
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computing environments and allows running multiple applications at the
same time on personal devices or executing processes of multiple users on
a single machine in the cloud.

On modern processors, the isolation between the kernel and user pro-
cesses is typically realized by a supervisor bit of the processor that defines
whether a memory page of the kernel can be accessed or not. The basic
idea is that this bit can only be set when entering kernel code and it is
cleared when switching to user processes. This hardware feature allows
operating systems to map the kernel into the address space of every pro-
cess and to have very efficient transitions from the user process to the
kernel, e.g., for interrupt handling. Consequently, in practice, there is no
change of the memory mapping when switching from a user process to
the kernel.

In this work, we present Meltdown10. Meltdown is a novel attack that al-
lows overcoming memory isolation completely by providing a simple way
for any user process to read the entire kernel memory of the machine it
executes on, including all physical memory mapped in the kernel region.
Meltdown does not exploit any software vulnerability, i.e., it works on all
major operating systems. Instead, Meltdown exploits side-channel infor-
mation available on most modern processors, e.g., modern Intel microar-
chitectures since 2010 and potentially on other CPUs of other vendors.

While side-channel attacks typically require very specific knowledge about
the target application and are tailored to only leak information about its
secrets, Meltdown allows an adversary who can run code on the vulnera-
ble processor to obtain a dump of the entire kernel address space, includ-
ing any mapped physical memory. The root cause of the simplicity and
strength of Meltdown are side effects caused by out-of-order execution.

Out-of-order execution is an important performance feature of today’s
processors in order to overcome latencies of busy execution units, e.g., a
memory fetch unit needs to wait for data arrival from memory. Instead
of stalling the execution, modern processors run operations out-of-order
i.e., they look ahead and schedule subsequent operations to idle execution
units of the core. However, such operations often have unwanted side-

10Using the practice of responsible disclosure, disjoint groups of authors of this paper
provided preliminary versions of our results to partially overlapping groups of CPU
vendors and other affected companies. In coordination with industry, the authors
participated in an embargo of the results. Meltdown is documented under CVE-
2017-5754.
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effects, e.g., timing differences [23, 55, 63] can leak information from both
sequential and out-of-order execution.

From a security perspective, one observation is particularly significant:
vulnerable out-of-order CPUs allow an unprivileged process to load data
from a privileged (kernel or physical) address into a temporary CPU
register. Moreover, the CPU even performs further computations based
on this register value, e.g., access to an array based on the register value.
By simply discarding the results of the memory lookups (e.g., the modified
register states), if it turns out that an instruction should not have been
executed, the processor ensures correct program execution. Hence, on
the architectural level (e.g., the abstract definition of how the processor
should perform computations) no security problem arises.

However, we observed that out-of-order memory lookups influence the
cache, which in turn can be detected through the cache side channel.
As a result, an attacker can dump the entire kernel memory by read-
ing privileged memory in an out-of-order execution stream, and transmit
the data from this elusive state via a microarchitectural covert channel
(e.g., Flush+Reload) to the outside world. On the receiving end of the
covert channel, the register value is reconstructed. Hence, on the microar-
chitectural level (e.g., the actual hardware implementation), there is an
exploitable security problem.

Meltdown breaks all security guarantees provided by the CPU’s memory
isolation capabilities. We evaluated the attack on modern desktop ma-
chines and laptops, as well as servers in the cloud. Meltdown allows an
unprivileged process to read data mapped in the kernel address space,
including the entire physical memory on Linux, Android and OS X, and
a large fraction of the physical memory on Windows. This may include
the physical memory of other processes, the kernel, and in the case of
kernel-sharing sandbox solutions (e.g., Docker, LXC) or Xen in paravir-
tualization mode, the memory of the kernel (or hypervisor), and other
co-located instances. While the performance heavily depends on the spe-
cific machine, e.g., processor speed, TLB and cache sizes, and DRAM
speed, we can dump arbitrary kernel and physical memory with 3.2KB/s
to 503KB/s. Hence, an enormous number of systems are affected.

The countermeasure KAISER [20], developed initially to prevent side-
channel attacks targeting KASLR, inadvertently protects against Melt-
down as well. Our evaluation shows that KAISER prevents Meltdown to
a large extent. Consequently, we stress that it is of utmost importance
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to deploy KAISER on all operating systems immediately. Fortunately,
during a responsible disclosure window, the three major operating sys-
tems (Windows, Linux, and OS X) implemented variants of KAISER and
recently rolled out these patches.

Meltdown is distinct from the Spectre Attacks [40] in several ways, no-
tably that Spectre requires tailoring to the victim process’s software en-
vironment, but applies more broadly to CPUs and is not mitigated by
KAISER.

Contributions. The contributions of this work are:

1. We describe out-of-order execution as a new, extremely powerful,
software-based side channel.

2. We show how out-of-order execution can be combined with a mi-
croarchitectural covert channel to transfer the data from an elusive
state to a receiver on the outside.

3. We present an end-to-end attack combining out-of-order execution
with exception handlers or TSX, to read arbitrary physical mem-
ory without any permissions or privileges, on laptops, desktop ma-
chines, mobile phones and on public cloud machines.

4. We evaluate the performance of Meltdown and the effects of KAISER
on it.

Outline. The remainder of this paper is structured as follows: In Sec-
tion 2, we describe the fundamental problem which is introduced with
out-of-order execution. In Section 3, we provide a toy example illustrat-
ing the side channel Meltdown exploits. In Section 4, we describe the
building blocks of Meltdown. We present the full attack in Section 5. In
Section 6, we evaluate the performance of the Meltdown attack on several
different systems and discuss its limitations. In Section 7, we discuss the
effects of the software-based KAISER countermeasure and propose solu-
tions in hardware. In Section 8, we discuss related work and conclude our
work in Section 9.



154 Chapter 6. Meltdown

2. Background
In this section, we provide background on out-of-order execution, address
translation, and cache attacks.

2.1. Out-of-order execution
Out-of-order execution is an optimization technique that allows maximiz-
ing the utilization of all execution units of a CPU core as exhaustive as
possible. Instead of processing instructions strictly in the sequential pro-
gram order, the CPU executes them as soon as all required resources are
available. While the execution unit of the current operation is occupied,
other execution units can run ahead. Hence, instructions can be run in
parallel as long as their results follow the architectural definition.

In practice, CPUs supporting out-of-order execution allow running oper-
ations speculatively to the extent that the processor’s out-of-order logic
processes instructions before the CPU is certain that the instruction will
be needed and committed. In this paper, we refer to speculative execution
in a more restricted meaning, where it refers to an instruction sequence
following a branch, and use the term out-of-order execution to refer to any
way of getting an operation executed before the processor has committed
the results of all prior instructions.

In 1967, Tomasulo [61] developed an algorithm that enabled dynamic
scheduling of instructions to allow out-of-order execution. Tomasulo [61]
introduced a unified reservation station that allows a CPU to use a data
value as it has been computed instead of storing it in a register and re-
reading it. The reservation station renames registers to allow instructions
that operate on the same physical registers to use the last logical one to
solve read-after-write (RAW), write-after-read (WAR) and write-after-
write (WAW) hazards. Furthermore, the reservation unit connects all
execution units via a common data bus (CDB). If an operand is not
available, the reservation unit can listen on the CDB until it is available
and then directly begin the execution of the instruction.

On the Intel architecture, the pipeline consists of the front-end, the ex-
ecution engine (back-end) and the memory subsystem [33]. x86 instruc-
tions are fetched by the front-end from memory and decoded to micro-
operations (µOPs) which are continuously sent to the execution engine.
Out-of-order execution is implemented within the execution engine as il-
lustrated in Figure 6.1. The Reorder Buffer is responsible for register allo-
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cation, register renaming and retiring. Additionally, other optimizations
like move elimination or the recognition of zeroing idioms are directly
handled by the reorder buffer. The µOPs are forwarded to the Unified
Reservation Station (Scheduler) that queues the operations on exit ports
that are connected to Execution Units. Each execution unit can perform
different tasks like ALU operations, AES operations, address generation
units (AGU) or memory loads and stores. AGUs, as well as load and
store execution units, are directly connected to the memory subsystem to
process its requests.

Since CPUs usually do not run linear instruction streams, they have
branch prediction units that are used to obtain an educated guess of which
instruction is executed next. Branch predictors try to determine which
direction of a branch is taken before its condition is actually evaluated.
Instructions that lie on that path and do not have any dependencies can
be executed in advance and their results immediately used if the predic-
tion was correct. If the prediction was incorrect, the reorder buffer allows
to rollback to a sane state by clearing the reorder buffer and re-initializing
the unified reservation station.

There are various approaches to predict a branch: With static branch
prediction [28], the outcome is predicted solely based on the instruction
itself. Dynamic branch prediction [8] gathers statistics at run-time to
predict the outcome. One-level branch prediction uses a 1-bit or 2-bit
counter to record the last outcome of a branch [45]. Modern processors
often use two-level adaptive predictors [64] with a history of the last n
outcomes, allowing to predict regularly recurring patterns. More recently,
ideas to use neural branch prediction [38, 60, 62] have been picked up and
integrated into CPU architectures [9].

2.2. Address Spaces

To isolate processes from each other, CPUs support virtual address spaces
where virtual addresses are translated to physical addresses. A virtual ad-
dress space is divided into a set of pages that can be individually mapped
to physical memory through a multi-level page translation table. The
translation tables define the actual virtual to physical mapping and also
protection properties that are used to enforce privilege checks, such as
readable, writable, executable and user-accessible. The currently used
translation table is held in a special CPU register. On each context
switch, the operating system updates this register with the next process’
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translation table address in order to implement per-process virtual ad-
dress spaces. Because of that, each process can only reference data that
belongs to its virtual address space. Each virtual address space itself is
split into a user and a kernel part. While the user address space can be
accessed by the running application, the kernel address space can only
be accessed if the CPU is running in privileged mode. This is enforced
by the operating system disabling the user-accessible property of the cor-
responding translation tables. The kernel address space does not only
have memory mapped for the kernel’s own usage, but it also needs to
perform operations on user pages, e.g., filling them with data. Conse-
quently, the entire physical memory is typically mapped in the kernel.
On Linux and OS X, this is done via a direct-physical map, i.e., the en-
tire physical memory is directly mapped to a pre-defined virtual address
(cf. Figure 6.2).

Instead of a direct-physical map, Windows maintains a multiple so-called
paged pools, non-paged pools, and the system cache. These pools are
virtual memory regions in the kernel address space mapping physical
pages to virtual addresses which are either required to remain in the
memory (non-paged pool) or can be removed from the memory because a
copy is already stored on the disk (paged pool). The system cache further
contains mappings of all file-backed pages. Combined, these memory
pools will typically map a large fraction of the physical memory into the
kernel address space of every process.

The exploitation of memory corruption bugs often requires knowledge
of addresses of specific data. In order to impede such attacks, address
space layout randomization (ASLR) has been introduced as well as non-
executable stacks and stack canaries. To protect the kernel, kernel ASLR
(KASLR) randomizes the offsets where drivers are located on every boot,
making attacks harder as they now require to guess the location of kernel
data structures. However, side-channel attacks allow to detect the exact
location of kernel data structures [21, 29, 37] or derandomize ASLR in
JavaScript [16]. A combination of a software bug and the knowledge of
these addresses can lead to privileged code execution.

2.3. Cache Attacks

In order to speed-up memory accesses and address translation, the CPU
contains small memory buffers, called caches, that store frequently used
data. CPU caches hide slow memory access latencies by buffering fre-
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quently used data in smaller and faster internal memory. Modern CPUs
have multiple levels of caches that are either private per core or shared
among them. Address space translation tables are also stored in memory
and, thus, also cached in the regular caches.

Cache side-channel attacks exploit timing differences that are introduced
by the caches. Different cache attack techniques have been proposed and
demonstrated in the past, including Evict+Time [55], Prime+Probe [55,
56], and Flush+Reload [63]. Flush+Reload attacks work on a single cache
line granularity. These attacks exploit the shared, inclusive last-level
cache. An attacker frequently flushes a targeted memory location using
the clflush instruction. By measuring the time it takes to reload the
data, the attacker determines whether data was loaded into the cache by
another process in the meantime. The Flush+Reload attack has been used
for attacks on various computations, e.g., cryptographic algorithms [4,
36, 63], web server function calls [65], user input [23, 47, 58], and kernel
addressing information [21].

A special use case of a side-channel attack is a covert channel. Here the
attacker controls both, the part that induces the side effect, and the part
that measures the side effect. This can be used to leak information from
one security domain to another, while bypassing any boundaries existing
on the architectural level or above. Both Prime+Probe and Flush+Reload
have been used in high-performance covert channels [22, 48, 52].
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executed out-of-order in the execution engine by individual
execution units.
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Figure 6.2.: The physical memory is directly mapped in the kernel at
a certain offset. A physical address (blue) which is mapped
accessible to the user space is also mapped in the kernel space
through the direct mapping.
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3. A Toy Example

In this section, we start with a toy example, i.e., a simple code snippet, to
illustrate that out-of-order execution can change the microarchitectural
state in a way that leaks information. However, despite its simplicity, it
is used as a basis for Section 4 and Section 5, where we show how this
change in state can be exploited for an attack.

Listing 6.1 shows a simple code snippet first raising an (unhandled) ex-
ception and then accessing an array. The property of an exception is that
the control flow does not continue with the code after the exception, but
jumps to an exception handler in the operating system. Regardless of
whether this exception is raised due to a memory access, e.g., by access-
ing an invalid address, or due to any other CPU exception, e.g., a division
by zero, the control flow continues in the kernel and not with the next
user space instruction.

Thus, our toy example cannot access the array in theory, as the exception
immediately traps to the kernel and terminates the application. However,
due to the out-of-order execution, the CPU might have already executed
the following instructions as there is no dependency on the instruction
triggering the exception. This is illustrated in Figure 6.3. Due to the
exception, the instructions executed out of order are not retired and,
thus, never have architectural effects.

Although the instructions executed out of order do not have any visible
architectural effect on registers or memory, they have microarchitectural
side effects. During the out-of-order execution, the referenced memory is
fetched into a register and also stored in the cache. If the out-of-order
execution has to be discarded, the register and memory contents are never
committed. Nevertheless, the cached memory contents are kept in the
cache. We can leverage a microarchitectural side-channel attack such as
Flush+Reload [63], which detects whether a specific memory location is
cached, to make this microarchitectural state visible. Other side channels

1 raise_exception();
2 // the line below is never reached
3 access(probe_array[data ∗ 4096]);

Listing 6.1: A toy example to illustrate side-effects of out-of-order
execution.
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Figure 6.3.: If an executed instruction causes an exception, diverting the
control flow to an exception handler, the subsequent instruc-
tion must not be executed. Due to out-of-order execution,
the subsequent instructions may already have been partially
executed, but not retired. However, architectural effects of
the execution are discarded.

can also detect whether a specific memory location is cached, including
Prime+Probe [48, 52, 55], Evict+Reload [47], or Flush+Flush [22]. As
Flush+Reload is the most accurate known cache side channel and is simple
to implement, we do not consider any other side channel for this example.

Based on the value of data in this example, a different part of the cache is
accessed when executing the memory access out of order. As data is mul-
tiplied by 4096, data accesses to probe_array are scattered over the array
with a distance of 4KB (assuming an 1B data type for probe_array).
Thus, there is an injective mapping from the value of data to a mem-
ory page, i.e., different values for data never result in an access to the
same page. Consequently, if a cache line of a page is cached, we know
the value of data. The spreading over pages eliminates false positives
due to the prefetcher, as the prefetcher cannot access data across page
boundaries [33].

Figure 6.4 shows the result of a Flush+Reload measurement iterating
over all pages, after executing the out-of-order snippet with data = 84.
Although the array access should not have happened due to the exception,
we can clearly see that the index which would have been accessed is
cached. Iterating over all pages (e.g., in the exception handler) shows
only a cache hit for page 84 This shows that even instructions which are
never actually executed, change the microarchitectural state of the CPU.
Section 4 modifies this toy example not to read a value but to leak an
inaccessible secret.



162 Chapter 6. Meltdown

0 20 40 60 80 100 120 140 160 180 200 220 240

300

400

500

Page

A
cc
es
s
ti
m
e

[c
y
cl
es
]

Figure 6.4.: Even if a memory location is only accessed during out-of-
order execution, it remains cached. Iterating over the 256
pages of probe_array shows one cache hit, exactly on the
page that was accessed during the out-of-order execution.

4. Building Blocks of the Attack
The toy example in Section 3 illustrated that side-effects of out-of-order
execution can modify the microarchitectural state to leak information.
While the code snippet reveals the data value passed to a cache-side
channel, we want to show how this technique can be leveraged to leak
otherwise inaccessible secrets. In this section, we want to generalize and
discuss the necessary building blocks to exploit out-of-order execution for
an attack.

The adversary targets a secret value that is kept somewhere in physical
memory. Note that register contents are also stored in memory upon con-
text switches, i.e., they are also stored in physical memory. As described
in Section 2.2, the address space of every process typically includes the en-
tire user space, as well as the entire kernel space, which typically also has
all physical memory (in-use) mapped. However, these memory regions
are only accessible in privileged mode (cf. Section 2.2).

In this work, we demonstrate leaking secrets by bypassing the privileged-
mode isolation, giving an attacker full read access to the entire kernel
space, including any physical memory mapped and, thus, the physical
memory of any other process and the kernel. Note that Kocher et al.
[40] pursue an orthogonal approach, called Spectre Attacks, which trick
speculatively executed instructions into leaking information that the vic-
tim process is authorized to access. As a result, Spectre Attacks lack
the privilege escalation aspect of Meltdown and require tailoring to the
victim process’s software environment, but apply more broadly to CPUs
that support speculative execution and are not prevented by KAISER.

The full Meltdown attack consists of two building blocks, as illustrated



4. Building Blocks of the Attack 163

Exception Handling/Suppression

Transient Instructions
Secret

Microarchitectural State Change

Section 4.1

Architectural State

Transfer (Covert Channel)

Recovered Secret
Recovery

L
ea

k
ed

Accessed

Section 4.2

Figure 6.5.: The Meltdown attack uses exception handling or suppression,
e.g., TSX, to run a series of transient instructions. These
transient instructions obtain a (persistent) secret value and
change the microarchitectural state of the processor based
on this secret value. This forms the sending part of a mi-
croarchitectural covert channel. The receiving side reads the
microarchitectural state, making it architectural and recovers
the secret value.

in Figure 6.5. The first building block of Meltdown is to make the CPU
execute one or more instructions that would never occur in the executed
path. In the toy example (cf. Section 3), this is an access to an array,
which would normally never be executed, as the previous instruction al-
ways raises an exception. We call such an instruction, which is executed
out of order and leaving measurable side effects, a transient instruction.
Furthermore, we call any sequence of instructions containing at least one
transient instruction a transient instruction sequence.

In order to leverage transient instructions for an attack, the transient
instruction sequence must utilize a secret value that an attacker wants to
leak. Section 4.1 describes building blocks to run a transient instruction
sequence with a dependency on a secret value.

The second building block of Meltdown is to transfer the microarchitec-
tural side effect of the transient instruction sequence to an architectural
state to further process the leaked secret. Thus, the second building
described in Section 4.2 describes building blocks to transfer a microar-
chitectural side effect to an architectural state using a covert channel.
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4.1. Executing Transient Instructions

The first building block of Meltdown is the execution of transient instruc-
tions. Transient instructions occur all the time, as the CPU continuously
runs ahead of the current instruction to minimize the experienced latency
and, thus, to maximize the performance (cf. Section 2.1). Transient in-
structions introduce an exploitable side channel if their operation depends
on a secret value. We focus on addresses that are mapped within the at-
tacker’s process, i.e., the user-accessible user space addresses as well as
the user-inaccessible kernel space addresses. Note that attacks targeting
code that is executed within the context (i.e., address space) of another
process are possible [40], but out of scope in this work, since all physical
memory (including the memory of other processes) can be read through
the kernel address space regardless.

Accessing user-inaccessible pages, such as kernel pages, triggers an excep-
tion which generally terminates the application. If the attacker targets a
secret at a user-inaccessible address, the attacker has to cope with this ex-
ception. We propose two approaches: With exception handling, we catch
the exception effectively occurring after executing the transient instruc-
tion sequence, and with exception suppression, we prevent the exception
from occurring at all and instead redirect the control flow after executing
the transient instruction sequence. We discuss these approaches in detail
in the following.

Exception handling. A trivial approach is to fork the attacking appli-
cation before accessing the invalid memory location that terminates the
process and only access the invalid memory location in the child process.
The CPU executes the transient instruction sequence in the child pro-
cess before crashing. The parent process can then recover the secret by
observing the microarchitectural state, e.g., through a side-channel.

It is also possible to install a signal handler that is executed when a certain
exception occurs, e.g., a segmentation fault. This allows the attacker to
issue the instruction sequence and prevent the application from crashing,
reducing the overhead as no new process has to be created.

Exception suppression. A different approach to deal with exceptions is
to prevent them from being raised in the first place. Transactional mem-
ory allows to group memory accesses into one seemingly atomic operation,
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giving the option to roll-back to a previous state if an error occurs. If an
exception occurs within the transaction, the architectural state is reset,
and the program execution continues without disruption.

Furthermore, speculative execution issues instructions that might not oc-
cur on the executed code path due to a branch misprediction. Such
instructions depending on a preceding conditional branch can be specula-
tively executed. Thus, the invalid memory access is put within a specula-
tive instruction sequence that is only executed if a prior branch condition
evaluates to true. By making sure that the condition never evaluates
to true in the executed code path, we can suppress the occurring excep-
tion as the memory access is only executed speculatively. This technique
may require sophisticated training of the branch predictor. Kocher et al.
[40] pursue this approach in orthogonal work, since this construct can
frequently be found in code of other processes.

4.2. Building a Covert Channel

The second building block of Meltdown is the transfer of the microarchi-
tectural state, which was changed by the transient instruction sequence,
into an architectural state (cf. Figure 6.5). The transient instruction
sequence can be seen as the sending end of a microarchitectural covert
channel. The receiving end of the covert channel receives the microarchi-
tectural state change and deduces the secret from the state. Note that
the receiver is not part of the transient instruction sequence and can be
a different thread or even a different process e.g., the parent process in
the fork-and-crash approach.

We leverage techniques from cache attacks, as the cache state is a mi-
croarchitectural state which can be reliably transferred into an archi-
tectural state using various techniques [22, 55, 63]. Specifically, we use
Flush+Reload [63], as it allows to build a fast and low-noise covert chan-
nel. Thus, depending on the secret value, the transient instruction se-
quence (cf. Section 4.1) performs a regular memory access, e.g., as it does
in the toy example (cf. Section 3).

After the transient instruction sequence accessed an accessible address,
i.e., this is the sender of the covert channel; the address is cached for sub-
sequent accesses. The receiver can then monitor whether the address has
been loaded into the cache by measuring the access time to the address.
Thus, the sender can transmit a ‘1’-bit by accessing an address which is
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loaded into the monitored cache, and a ‘0’-bit by not accessing such an
address.

Using multiple different cache lines, as in our toy example in Section 3,
allows to transmit multiple bits at once. For every of the 256 different
byte values, the sender accesses a different cache line. By performing
a Flush+Reload attack on all of the 256 possible cache lines, the re-
ceiver can recover a full byte instead of just one bit. However, since the
Flush+Reload attack takes much longer (typically several hundred cycles)
than the transient instruction sequence, transmitting only a single bit at
once is more efficient. The attacker can simply do that by shifting and
masking the secret value accordingly.

Note that the covert channel is not limited to microarchitectural states
which rely on the cache. Any microarchitectural state which can be in-
fluenced by an instruction (sequence) and is observable through a side
channel can be used to build the sending end of a covert channel. The
sender could, for example, issue an instruction (sequence) which occu-
pies a certain execution port such as the ALU to send a ‘1’-bit. The
receiver measures the latency when executing an instruction (sequence)
on the same execution port. A high latency implies that the sender sends
a ‘1’-bit, whereas a low latency implies that sender sends a ‘0’-bit. The
advantage of the Flush+Reload cache covert channel is the noise resis-
tance and the high transmission rate [22]. Furthermore, the leakage can
be observed from any CPU core [63], i.e., rescheduling events do not
significantly affect the covert channel.

5. Meltdown

In this section, we present Meltdown, a powerful attack allowing to read
arbitrary physical memory from an unprivileged user program, comprised
of the building blocks presented in Section 4. First, we discuss the attack
setting to emphasize the wide applicability of this attack. Second, we
present an attack overview, showing how Meltdown can be mounted on
both Windows and Linux on personal computers, on Android on mobile
phones as well as in the cloud. Finally, we discuss a concrete imple-
mentation of Meltdown allowing to dump arbitrary kernel memory with
3.2KB/s to 503KB/s.
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Attack setting. In our attack, we consider personal computers and vir-
tual machines in the cloud. In the attack scenario, the attacker has
arbitrary unprivileged code execution on the attacked system, i.e., the
attacker can run any code with the privileges of a normal user. However,
the attacker has no physical access to the machine. Furthermore, we
assume that the system is fully protected with state-of-the-art software-
based defenses such as ASLR and KASLR as well as CPU features like
SMAP, SMEP, NX, and PXN. Most importantly, we assume a completely
bug-free operating system, thus, no software vulnerability exists that can
be exploited to gain kernel privileges or leak information. The attacker
targets secret user data, e.g., passwords and private keys, or any other
valuable information.

5.1. Attack Description

Meltdown combines the two building blocks discussed in Section 4. First,
an attacker makes the CPU execute a transient instruction sequence
which uses an inaccessible secret value stored somewhere in physical mem-
ory (cf. Section 4.1). The transient instruction sequence acts as the trans-
mitter of a covert channel (cf. Section 4.2), ultimately leaking the secret
value to the attacker.

Meltdown consists of 3 steps:

Step 1 The content of an attacker-chosen memory location, which is in-
accessible to the attacker, is loaded into a register.

Step 2 A transient instruction accesses a cache line based on the secret
content of the register.

Step 3 The attacker uses Flush+Reload to determine the accessed cache
line and hence the secret stored at the chosen memory location.

By repeating these steps for different memory locations, the attacker can
dump the kernel memory, including the entire physical memory.

Listing 6.2 shows the basic implementation of the transient instruction
sequence and the sending part of the covert channel, using x86 assembly
instructions. Note that this part of the attack could also be implemented
entirely in higher level languages like C. In the following, we will discuss
each step of Meltdown and the corresponding code line in Listing 6.2.
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1 ; rcx = kernel address, rbx = probe array
2 xor rax, rax
3 retry:
4 mov al, byte [rcx]
5 shl rax, 0xc
6 jz retry
7 mov rbx, qword [rbx + rax]

Listing 6.2: The core of Meltdown. An inaccessible kernel address is
moved to a register, raising an exception. Subsequent
instructions are executed out of order before the exception
is raised, leaking the data from the kernel address through
the indirect memory access.

Step 1: Reading the secret. To load data from the main memory into
a register, the data in the main memory is referenced using a virtual
address. In parallel to translating a virtual address into a physical ad-
dress, the CPU also checks the permission bits of the virtual address, i.e.,
whether this virtual address is user accessible or only accessible by the
kernel. As already discussed in Section 2.2, this hardware-based isola-
tion through a permission bit is considered secure and recommended by
the hardware vendors. Hence, modern operating systems always map the
entire kernel into the virtual address space of every user process.

As a consequence, all kernel addresses lead to a valid physical address
when translating them, and the CPU can access the content of such ad-
dresses. The only difference to accessing a user space address is that the
CPU raises an exception as the current permission level does not allow
to access such an address. Hence, the user space cannot simply read the
contents of such an address. However, Meltdown exploits the out-of-order
execution of modern CPUs, which still executes instructions in the small
time window between the illegal memory access and the raising of the
exception.

In line 4 of Listing 6.2, we load the byte value located at the target kernel
address, stored in the RCX register, into the least significant byte of the
RAX register represented by AL. As explained in more detail in Section 2.1,
the MOV instruction is fetched by the core, decoded into µOPs, allocated,
and sent to the reorder buffer. There, architectural registers (e.g., RAX and
RCX in Listing 6.2) are mapped to underlying physical registers enabling
out-of-order execution. Trying to utilize the pipeline as much as possi-
ble, subsequent instructions (lines 5-7) are already decoded and allocated
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as µOPs as well. The µOPs are further sent to the reservation station
holding the µOPs while they wait to be executed by the corresponding
execution unit. The execution of a µOP can be delayed if execution units
are already used to their corresponding capacity, or operand values have
not been computed yet.

When the kernel address is loaded in line 4, it is likely that the CPU
already issued the subsequent instructions as part of the out-of-order
execution, and that their corresponding µOPs wait in the reservation
station for the content of the kernel address to arrive. As soon as the
fetched data is observed on the common data bus, the µOPs can begin
their execution. Furthermore, processor interconnects [3, 31] and cache
coherence protocols [59] guarantee that the most recent value of a memory
address is read, regardless of the storage location in a multi-core or multi-
CPU system.

When the µOPs finish their execution, they retire in-order, and, thus,
their results are committed to the architectural state. During the retire-
ment, any interrupts and exceptions that occurred during the execution
of the instruction are handled. Thus, if the MOV instruction that loads
the kernel address is retired, the exception is registered, and the pipeline
is flushed to eliminate all results of subsequent instructions which were
executed out of order. However, there is a race condition between raising
this exception and our attack step 2 as described below.

As reported by Gruss et al. [21], prefetching kernel addresses sometimes
succeeds. We found that prefetching the kernel address can slightly im-
prove the performance of the attack on some systems.

Step 2: Transmitting the secret. The instruction sequence from step 1
which is executed out of order has to be chosen in a way that it becomes
a transient instruction sequence. If this transient instruction sequence is
executed before the MOV instruction is retired (i.e., raises the exception),
and the transient instruction sequence performed computations based on
the secret, it can be utilized to transmit the secret to the attacker.

As already discussed, we utilize cache attacks that allow building fast
and low-noise covert channels using the CPU’s cache. Thus, the transient
instruction sequence has to encode the secret into the microarchitectural
cache state, similar to the toy example in Section 3.

We allocate a probe array in memory and ensure that no part of this
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array is cached. To transmit the secret, the transient instruction sequence
contains an indirect memory access to an address which is computed
based on the secret (inaccessible) value. In line 5 of Listing 6.2, the
secret value from step 1 is multiplied by the page size, i.e., 4KB. The
multiplication of the secret ensures that accesses to the array have a large
spatial distance to each other. This prevents the hardware prefetcher from
loading adjacent memory locations into the cache as well. Here, we read a
single byte at once. Hence, our probe array is 256×4096 bytes, assuming
4KB pages.

Note that in the out-of-order execution we have a noise-bias towards
register value ‘0’. We discuss the reasons for this in Section 5.2. However,
for this reason, we introduce a retry-logic into the transient instruction
sequence. In case we read a ‘0’, we try to reread the secret (step 1). In line
7, the multiplied secret is added to the base address of the probe array,
forming the target address of the covert channel. This address is read to
cache the corresponding cache line. The address will be loaded into the
L1 data cache of the requesting core and, due to the inclusiveness, also
the L3 cache where it can be read from other cores. Consequently, our
transient instruction sequence affects the cache state based on the secret
value that was read in step 1.

Since the transient instruction sequence in step 2 races against raising
the exception, reducing the runtime of step 2 can significantly improve
the performance of the attack. For instance, taking care that the ad-
dress translation for the probe array is cached in the translation-lookaside
buffer (TLB) increases the attack performance on some systems.

Step 3: Receiving the secret. In step 3, the attacker recovers the secret
value (step 1) by leveraging a microarchitectural side-channel attack (i.e.,
the receiving end of a microarchitectural covert channel) that transfers
the cache state (step 2) back into an architectural state. As discussed in
Section 4.2, our implementation of Meltdown relies on Flush+Reload for
this purpose.

When the transient instruction sequence of step 2 is executed, exactly
one cache line of the probe array is cached. The position of the cached
cache line within the probe array depends only on the secret which is
read in step 1. Thus, the attacker iterates over all 256 pages of the probe
array and measures the access time for every first cache line (i.e., offset)
on the page. The number of the page containing the cached cache line
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corresponds directly to the secret value.

Dumping the entire physical memory. Repeating all 3 steps of Melt-
down, an attacker can dump the entire memory by iterating over all
addresses. However, as the memory access to the kernel address raises an
exception that terminates the program, we use one of the methods from
Section 4.1 to handle or suppress the exception.

As all major operating systems also typically map the entire physical
memory into the kernel address space (cf. Section 2.2) in every user pro-
cess, Meltdown can also read the entire physical memory of the target
machine.

5.2. Optimizations and Limitations

Inherent bias towards 0. While CPUs generally stall if a value is not
available during an out-of-order load operation [28], CPUs might continue
with the out-of-order execution by assuming a value for the load [12]. We
observed that the illegal memory load in our Meltdown implementation
(line 4 in Listing 6.2) often returns a ‘0’, which can be clearly observed
when implemented using an add instruction instead of the mov. The
reason for this bias to ‘0’ may either be that the memory load is masked
out by a failed permission check, or a speculated value because the data
of the stalled load is not available yet.

This inherent bias results from the race condition in the out-of-order exe-
cution, which may be won (i.e., reads the correct value), but is often lost
(i.e., reads a value of ‘0’). This bias varies between different machines as
well as hardware and software configurations and the specific implemen-
tation of Meltdown. In an unoptimized version, the probability that a
value of ’0’ is erroneously returned is high. Consequently, our Meltdown
implementation performs a certain number of retries when the code in
Listing 6.2 results in reading a value of ‘0’ from the Flush+Reload attack.
The maximum number of retries is an optimization parameter influencing
the attack performance and the error rate. On the Intel Core i5-6200U
using exeception handling, we read a ’0’ on average in 5.25% (σ = 4.15)
with our unoptimized version. With a simple retry loop, we reduced the
probability to 0.67% (σ = 1.47). On the Core i7-8700K, we read on aver-
age a ’0’ in 1.78% (σ = 3.07). Using Intel TSX, the probability is further
reduced to 0.008%.
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Optimizing the case of 0. Due to the inherent bias of Meltdown, a cache
hit on cache line ‘0’ in the Flush+Reload measurement, does not provide
the attacker with any information. Hence, measuring cache line ‘0’ can
be omitted and in case there is no cache hit on any other cache line, the
value can be assumed to be ‘0’. To minimize the number of cases where
no cache hit on a non-zero line occurs, we retry reading the address in the
transient instruction sequence until it encounters a value different from
‘0’ (line 6). This loop is terminated either by reading a non-zero value
or by the raised exception of the invalid memory access. In either case,
the time until exception handling or exception suppression returns the
control flow is independent of the loop after the invalid memory access,
i.e., the loop does not slow down the attack measurably. Hence, these
optimizations may increase the attack performance.

Single-bit transmission. In the attack description in Section 5.1, the
attacker transmitted 8 bits through the covert channel at once and per-
formed 28 = 256 Flush+Reload measurements to recover the secret. How-
ever, there is a trade-off between running more transient instruction
sequences and performing more Flush+Reload measurements. The at-
tacker could transmit an arbitrary number of bits in a single transmission
through the covert channel, by reading more bits using a MOV instruction
for a larger data value. Furthermore, the attacker could mask bits using
additional instructions in the transient instruction sequence. We found
the number of additional instructions in the transient instruction sequence
to have a negligible influence on the performance of the attack.

The performance bottleneck in the generic attack described above is in-
deed, the time spent on Flush+Reload measurements. In fact, with this
implementation, almost the entire time is spent on Flush+Reload mea-
surements. By transmitting only a single bit, we can omit all but one
Flush+Reload measurement, i.e., the measurement on cache line 1. If the
transmitted bit was a ‘1’, then we observe a cache hit on cache line 1.
Otherwise, we observe no cache hit on cache line 1.

Transmitting only a single bit at once also has drawbacks. As described
above, our side channel has a bias towards a secret value of ‘0’. If we
read and transmit multiple bits at once, the likelihood that all bits are
‘0’ may be quite small for actual user data. The likelihood that a single
bit is ‘0’ is typically close to 50%. Hence, the number of bits read and
transmitted at once is a trade-off between some implicit error-reduction
and the overall transmission rate of the covert channel.
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However, since the error rates are quite small in either case, our evaluation
(cf. Section 6) is based on the single-bit transmission mechanics.

Exception Suppression using Intel TSX. In Section 4.1, we discussed
the option to prevent that an exception is raised due an invalid memory
access. Using Intel TSX, a hardware transactional memory implementa-
tion, we can completely suppress the exception [37].

With Intel TSX, multiple instructions can be grouped to a transaction,
which appears to be an atomic operation, i.e., either all or no instruc-
tion is executed. If one instruction within the transaction fails, already
executed instructions are reverted, but no exception is raised.

If we wrap the code from listing 6.2 with such a TSX instruction, any
exception is suppressed. However, the microarchitectural effects are still
visible, i.e., the cache state is persistently manipulated from within the
hardware transaction [19]. This results in higher channel capacity, as
suppressing the exception is significantly faster than trapping into the
kernel for handling the exception, and continuing afterward.

Dealing with KASLR. In 2013, kernel address space layout randomiza-
tion (KASLR) was introduced to the Linux kernel (starting from version
3.14 [11]) allowing to randomize the location of kernel code at boot time.
However, only as recently as May 2017, KASLR was enabled by default in
version 4.12 [54]. With KASLR also the direct-physical map is random-
ized and not fixed at a certain address such that the attacker is required
to obtain the randomized offset before mounting the Meltdown attack.
However, the randomization is limited to 40 bit.

Thus, if we assume a setup of the target machine with 8GB of RAM, it
is sufficient to test the address space for addresses in 8GB steps. This
allows covering the search space of 40 bit with only 128 tests in the worst
case. If the attacker can successfully obtain a value from a tested address,
the attacker can proceed to dump the entire memory from that location.
This allows mounting Meltdown on a system despite being protected by
KASLR within seconds.
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Table 6.1.: Experimental setups.
Environment CPU Model Cores

Lab Celeron G540 2
Lab Core i5-3230M 2
Lab Core i5-3320M 2
Lab Core i7-4790 4
Lab Core i5-6200U 2
Lab Core i7-6600U 2
Lab Core i7-6700K 4
Lab Core i7-8700K 12
Lab Xeon E5-1630 v3 8

Cloud Xeon E5-2676 v3 12
Cloud Xeon E5-2650 v4 12
Phone Exynos 8890 8

6. Evaluation
In this section, we evaluate Meltdown and the performance of our proof-
of-concept implementation.11 Section 6.1 discusses the information which
Meltdown can leak, and Section 6.2 evaluates the performance of Melt-
down, including countermeasures. Finally, we discuss limitations for
AMD and ARM in Section 6.3.

Table 6.1 shows a list of configurations on which we successfully repro-
duced Meltdown. For the evaluation of Meltdown, we used both laptops
as well as desktop PCs with Intel Core CPUs and an ARM-based mobile
phone. For the cloud setup, we tested Meltdown in virtual machines run-
ning on Intel Xeon CPUs hosted in the Amazon Elastic Compute Cloud
as well as on DigitalOcean. Note that for ethical reasons we did not use
Meltdown on addresses referring to physical memory of other tenants.

6.1. Leakage and Environments
We evaluated Meltdown on both Linux (cf. Section 6.1.1), Windows 10
(cf. Section 6.1.3) and Android (cf. Section 6.1.4), without the patches
introducing the KAISER mechanism. On these operating systems, Melt-
down can successfully leak kernel memory. We also evaluated the effect
of the KAISER patches on Meltdown on Linux, to show that KAISER
prevents the leakage of kernel memory (cf. Section 6.1.2). Furthermore,
11https://github.com/IAIK/meltdown

https://github.com/IAIK/meltdown
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we discuss the information leakage when running inside containers such
as Docker (cf. Section 6.1.5). Finally, we evaluate Meltdown on uncached
and uncacheable memory (cf. Section 6.1.6).

6.1.1. Linux

We successfully evaluated Meltdown on multiple versions of the Linux ker-
nel, from 2.6.32 to 4.13.0, without the patches introducing the KAISER
mechanism. On all these versions of the Linux kernel, the kernel address
space is also mapped into the user address space. Thus, all kernel ad-
dresses are also mapped into the address space of user space applications,
but any access is prevented due to the permission settings for these ad-
dresses. As Meltdown bypasses these permission settings, an attacker can
leak the complete kernel memory if the virtual address of the kernel base
is known. Since all major operating systems also map the entire phys-
ical memory into the kernel address space (cf. Section 2.2), all physical
memory can also be read.

Before kernel 4.12, kernel address space layout randomization (KASLR)
was not active by default [57]. If KASLR is active, Meltdown can still be
used to find the kernel by searching through the address space (cf. Sec-
tion 5.2). An attacker can also simply de-randomize the direct-physical
map by iterating through the virtual address space. Without KASLR,
the direct-physical map starts at address 0xffff 8800 0000 0000 and
linearly maps the entire physical memory. On such systems, an attacker
can use Meltdown to dump the entire physical memory, simply by reading
from virtual addresses starting at 0xffff 8800 0000 0000.

On newer systems, where KASLR is active by default, the randomization
of the direct-physical map is limited to 40 bit. It is even further limited
due to the linearity of the mapping. Assuming that the target system
has at least 8GB of physical memory, the attacker can test addresses in
steps of 8GB, resulting in a maximum of 128 memory locations to test.
Starting from one discovered location, the attacker can again dump the
entire physical memory.

Hence, for the evaluation, we can assume that the randomization is either
disabled, or the offset was already retrieved in a pre-computation step.
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6.1.2. Linux with KAISER Patch

The KAISER patch by Gruss et al. [20] implements a stronger isolation
between kernel and user space. KAISER does not map any kernel memory
in the user space, except for some parts required by the x86 architecture
(e.g., interrupt handlers). Thus, there is no valid mapping to either kernel
memory or physical memory (via the direct-physical map) in the user
space, and such addresses can therefore not be resolved. Consequently,
Meltdown cannot leak any kernel or physical memory except for the few
memory locations which have to be mapped in user space.

We verified that KAISER indeed prevents Meltdown, and there is no
leakage of any kernel or physical memory.

Furthermore, if KASLR is active, and the few remaining memory loca-
tions are randomized, finding these memory locations is not trivial due
to their small size of several kilobytes. Section 7.2 discusses the security
implications of these mapped memory locations.

6.1.3. Microsoft Windows

We successfully evaluated Meltdown on a recent Microsoft Windows 10
operating system, last updated just before patches against Meltdown were
rolled out. In line with the results on Linux (cf. Section 6.1.1), Meltdown
also can leak arbitrary kernel memory on Windows. This is not surprising,
since Meltdown does not exploit any software issues, but is caused by a
hardware issue.

In contrast to Linux, Windows does not have the concept of an identity
mapping, which linearly maps the physical memory into the virtual ad-
dress space. Instead, a large fraction of the physical memory is mapped
in the paged pools, non-paged pools, and the system cache. Furthermore,
Windows maps the kernel into the address space of every application too.
Thus, Meltdown can read kernel memory which is mapped in the kernel
address space, i.e., any part of the kernel which is not swapped out, and
any page mapped in the paged and non-paged pool, and the system cache.

Note that there are physical pages which are mapped in one process but
not in the (kernel) address space of another process, i.e., physical pages
which cannot be attacked using Meltdown. However, most of the physical
memory will still be accessible through Meltdown.

We were successfully able to read the binary of the Windows kernel using
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Meltdown. To verify that the leaked data is actual kernel memory, we first
used the Windows kernel debugger to obtain kernel addresses containing
actual data. After leaking the data, we again used the Windows kernel
debugger to compare the leaked data with the actual memory content,
confirming that Meltdown can successfully leak kernel memory.

6.1.4. Android

We successfully evaluated Meltdown on a Samsung Galaxy S7 mohile
phone running LineageOS Android 14.1 with a Linux kernel 3.18.14. The
device is equipped with a Samsung Exynos 8 Octa 8890 SoC consisting
of a ARM Cortex-A53 CPU with 4 cores as well as an Exynos M1 ”Mon-
goose” CPU with 4 cores [6]. While we were not able to mount the attack
on the Cortex-A53 CPU, we successfully mounted Meltdown on Sam-
sung’s custom cores. Using exception suppression described in Section 4.1,
we successfully leaked a pre-defined string using the direct-physical map
located at the virtual address 0xffff ffbf c000 0000.

6.1.5. Containers

We evaluated Meltdown in containers sharing a kernel, including Docker,
LXC, and OpenVZ and found that the attack can be mounted without
any restrictions. Running Meltdown inside a container allows to leak
information not only from the underlying kernel but also from all other
containers running on the same physical host.

The commonality of most container solutions is that every container uses
the same kernel, i.e., the kernel is shared among all containers. Thus, ev-
ery container has a valid mapping of the entire physical memory through
the direct-physical map of the shared kernel. Furthermore, Meltdown
cannot be blocked in containers, as it uses only memory accesses. Espe-
cially with Intel TSX, only unprivileged instructions are executed without
even trapping into the kernel.

Thus, the isolation of containers sharing a kernel can be entirely broken
using Meltdown. This is especially critical for cheaper hosting providers
where users are not separated through fully virtualized machines, but only
through containers. We verified that our attack works in such a setup,
by successfully leaking memory contents from a container of a different
user under our control.
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6.1.6. Uncached and Uncacheable Memory

In this section, we evaluate whether it is a requirement for data to be
leaked by Meltdown to reside in the L1 data cache [32]. Therefore, we
constructed a setup with two processes pinned to different physical cores.
By flushing the value, using the clflush instruction, and only reloading
it on the other core, we create a situation where the target data is not
in the L1 data cache of the attacker core. As described in Section 6.2,
we can still leak the data at a lower reading rate. This clearly shows
that data presence in the attacker’s L1 data cache is not a requirement
for Meltdown. Furthermore, this observation has also been confirmed by
other researchers [5, 7, 35].

The reason why Meltdown can leak uncached memory may be that Melt-
down implicitly caches the data. We devise a second experiment, where
we mark pages as uncacheable and try to leak data from them. This has
the consequence that every read or write operation to one of those pages
will directly go to the main memory, thus, bypassing the cache. In prac-
tice, only a negligible amount of system memory is marked uncacheable.
We observed that if the attacker is able to trigger a legitimate load of
the target address, e.g., by issuing a system call (regular or in specula-
tive execution [40]), on the same CPU core as the Meltdown attack, the
attacker can leak the content of the uncacheable pages. We suspect that
Meltdown reads the value from the line fill buffers. As the fill buffers
are shared between threads running on the same core, the read to the
same address within the Meltdown attack could be served from one of
the fill buffers allowing the attack to succeed. However, we leave further
investigations on this matter open for future work.

A similar observation on uncacheable memory was also made with Spectre
attacks on the System Management Mode [10]. While the attack works
on memory set uncacheable over Memory-Type Range Registers, it does
not work on memory-mapped I/O regions, which is the expected behavior
as accesses to memory-mapped I/O can always have architectural effects.

6.2. Meltdown Performance

To evaluate the performance of Meltdown, we leaked known values from
kernel memory. This allows us to not only determine how fast an attacker
can leak memory, but also the error rate, i.e., how many byte errors to
expect. The race condition in Meltdown (cf. Section 5.2) has a significant
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influence on the performance of the attack, however, the race condition
can always be won. If the targeted data resides close to the core, e.g.,
in the L1 data cache, the race condition is won with a high probability.
In this scenario, we achieved average reading rates of up to 582KB/s
(µ = 552.4, σ = 10.2) with an error rate as low as 0.003% (µ = 0.009, σ =
0.014) using exception suppression on the Core i7-8700K over 10 runs
over 10 seconds. With the Core i7-6700K we achieved 569KB/s (µ =
515.5, σ = 5.99) with an minimum error rate of 0.002% (µ = 0.003, σ =
0.001) and 491KB/s (µ = 466.3, σ = 16.75) with a minimum error rate
of 10.7% (µ = 11.59, σ = 0.62) on the Xeon E5-1630. However, with
a slower version with an average reading speed of 137KB/s, we were
able to reduce the error rate to 0. Furthermore, on the Intel Core i7-
6700K if the data resides in the L3 data cache but not in L1, the race
condition can still be won often, but the average reading rate decreases to
12.4KB/s with an error rate as low as 0.02% using exception suppression.
However, if the data is uncached, winning the race condition is more
difficult and, thus, we have observed reading rates of less than 10B/s
on most systems. Nevertheless, there are two optimizations to improve
the reading rate: First, by simultaneously letting other threads prefetch
the memory locations [21] of and around the target value and access the
target memory location (with exception suppression or handling). This
increases the probability that the spying thread sees the secret data value
in the right moment during the data race. Second, by triggering the
hardware prefetcher through speculative accesses to memory locations
of and around the target value. With these two optimizations, we can
improve the reading rate for uncached data to 3.2KB/s.

For all tests, we used Flush+Reload as a covert channel to leak the mem-
ory as described in Section 5, and Intel TSX to suppress the exception. An
extensive evaluation of exception suppression using conditional branches
was done by Kocher et al. [40] and is thus omitted in this paper for the
sake of brevity.

6.3. Limitations on ARM and AMD

We also tried to reproduce the Meltdown bug on several ARM and AMD
CPUs. While we were able to successfully leak kernel memory with the
attack described in Section 5 on different Intel CPUs and a Samsung
Exynos M1 processor, we did not manage to mount Meltdown on other
ARM cores nor on AMD. In the case of ARM, the only affected proces-
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sor is the Cortex-A75 [17] which has not been available and, thus, was
not among our devices under test. However, appropriate kernel patches
have already been provided [2]. Furthermore, an altered attack of Melt-
down targeting system registers instead of inaccessible memory locations
is applicable on several ARM processors [17]. Meanwhile, AMD pub-
licly stated that none of their CPUs are not affected by Meltdown due to
architectural differences [1].

The major part of a microarchitecture is usually not publicly documented.
Thus, it is virtually impossible to know the differences in the implemen-
tations that allow or prevent Meltdown without proprietary knowledge
and, thus, the intellectual property of the individual CPU manufacturers.
The key point is that on a microarchitectural level the load to the un-
privileged address and the subsequent instructions are executed while the
fault is only handled when the faulting instruction is retired. It can be
assumed that the execution units for the load and the TLB are designed
differently on ARM, AMD and Intel and, thus, the privileges for the load
are checked differently and occurring faults are handled differently, e.g.,
issuing a load only after the permission bit in the page table entry has
been checked. However, from a performance perspective, issuing the load
in parallel or only checking permissions while retiring an instruction is a
reasonable decision. As trying to load kernel addresses from user space
is not what programs usually do and by guaranteeing that the state does
not become architecturally visible, not squashing the load is legitimate.
However, as the state becomes visible on the microarchitectural level,
such implementations are vulnerable.

However, for both ARM and AMD, the toy example as described in Sec-
tion 3 works reliably, indicating that out-of-order execution generally oc-
curs and instructions past illegal memory accesses are also performed.

7. Countermeasures

In this section, we discuss countermeasures against the Meltdown attack.
At first, as the issue is rooted in the hardware itself, we discuss possible
microcode updates and general changes in the hardware design. Sec-
ond, we discuss the KAISER countermeasure that has been developed
to mitigate side-channel attacks against KASLR which inadvertently also
protects against Meltdown.
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7.1. Hardware

Meltdown bypasses the hardware-enforced isolation of security domains.
There is no software vulnerability involved in Meltdown. Any software
patch (e.g., KAISER [20]) will leave small amounts of memory exposed
(cf. Section 7.2). There is no documentation whether a fix requires the de-
velopment of completely new hardware, or can be fixed using a microcode
update.

As Meltdown exploits out-of-order execution, a trivial countermeasure
is to disable out-of-order execution completely. However, performance
impacts would be devastating, as the parallelism of modern CPUs could
not be leveraged anymore. Thus, this is not a viable solution.

Meltdown is some form of race condition between the fetch of a memory
address and the corresponding permission check for this address. Serializ-
ing the permission check and the register fetch can prevent Meltdown, as
the memory address is never fetched if the permission check fails. How-
ever, this involves a significant overhead to every memory fetch, as the
memory fetch has to stall until the permission check is completed.

A more realistic solution would be to introduce a hard split of user space
and kernel space. This could be enabled optionally by modern kernels
using a new hard-split bit in a CPU control register, e.g., CR4. If the
hard-split bit is set, the kernel has to reside in the upper half of the address
space, and the user space has to reside in the lower half of the address
space. With this hard split, a memory fetch can immediately identify
whether such a fetch of the destination would violate a security boundary,
as the privilege level can be directly derived from the virtual address
without any further lookups. We expect the performance impacts of such
a solution to be minimal. Furthermore, the backwards compatibility is
ensured, since the hard-split bit is not set by default and the kernel only
sets it if it supports the hard-split feature.

Note that these countermeasures only prevent Meltdown, and not the
class of Spectre attacks described by Kocher et al. [40]. Likewise, their
presented countermeasures [40] do not affect Meltdown. We stress that
it is important to deploy countermeasures against both attacks.
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7.2. KAISER

As existing hardware is not as easy to patch, there is a need for software
workarounds until new hardware can be deployed. Gruss et al. [20] pro-
posed KAISER, a kernel modification to not have the kernel mapped in
the user space. This modification was intended to prevent side-channel
attacks breaking KASLR [21, 29, 37]. However, it also prevents Melt-
down, as it ensures that there is no valid mapping to kernel space or
physical memory available in user space. In concurrent work to KAISER,
Gens et al. [14] proposed LAZARUS as a modification to the Linux ker-
nel to thwart side-channel attacks breaking KASLR by separating address
spaces similar to KAISER. As the Linux kernel continued the develop-
ment of the original KAISER patch and Windows [53] and macOS [34]
based their implementation on the concept of KAISER to defeat Melt-
down, we will discuss KAISER in more depth.

Although KAISER provides basic protection against Meltdown, it still has
some limitations. Due to the design of the x86 architecture, several privi-
leged memory locations are still required to be mapped in user space [20],
leaving a residual attack surface for Meltdown, i.e., these memory lo-
cations can still be read from user space. Even though these memory
locations do not contain any secrets, e.g., credentials, they might still
contain pointers. Leaking one pointer can suffice to break KASLR, as
the randomization can be computed from the pointer value.

Still, KAISER is the best short-time solution currently available and
should therefore be deployed on all systems immediately. Even with Melt-
down, KAISER can avoid having any kernel pointers on memory locations
that are mapped in the user space which would leak information about
the randomized offsets. This would require trampoline locations for ev-
ery kernel pointer, i.e., the interrupt handler would not call into kernel
code directly, but through a trampoline function. The trampoline func-
tion must only be mapped in the kernel. It must be randomized with a
different offset than the remaining kernel. Consequently, an attacker can
only leak pointers to the trampoline code, but not the randomized offsets
of the remaining kernel. Such trampoline code is required for every ker-
nel memory that still has to be mapped in user space and contains kernel
addresses. This approach is a trade-off between performance and security
which has to be assessed in future work.

The original KAISER patch [18] for the Linux kernel has been improved [24–
27] with various optimizations, e.g., support for PCIDs. Afterwards, be-
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fore merging it into the mainline kernel, it has been renamed to kernel
page-table isolation (KPTI) [15, 49]. KPTI is active in recent releases of
the Linux kernel and has been backported to older versions as well [30,
42–44].

Microsoft implemented a similar patch inspired by KAISER [53] named
KVA Shadow [39]. While KVA Shadow only maps a minimum of kernel
transition code and data pages required to switch between address spaces,
it does not protect against side-channel attacks against KASLR [39].

Apple released updates in iOS 11.2, macOS 10.13.2 and tvOS 11.2 to
mitigate Meltdown. Similar to Linux and Windows, macOS shared the
kernel and user address spaces in 64-bit mode unless the -no-shared-
cr3 boot option was set [46]. This option unmaps the user space while
running in kernel mode but does not unmap the kernel while running
in user mode [51]. Hence, it has no effect on Meltdown. Consequently,
Apple introduced Double Map [34] following the principles of KAISER to
mitigate Meltdown.

8. Discussion
Meltdown fundamentally changes our perspective on the security of hard-
ware optimizations that manipulate the state of microarchitectural ele-
ments. The fact that hardware optimizations can change the state of
microarchitectural elements, and thereby imperil secure software imple-
mentations, is known since more than 20 years [41]. Both industry and the
scientific community so far accepted this as a necessary evil for efficient
computing. Today it is considered a bug when a cryptographic algorithm
is not protected against the microarchitectural leakage introduced by the
hardware optimizations. Meltdown changes the situation entirely. Melt-
down shifts the granularity from a comparably low spatial and temporal
granularity, e.g., 64-bytes every few hundred cycles for cache attacks, to
an arbitrary granularity, allowing an attacker to read every single bit.
This is nothing any (cryptographic) algorithm can protect itself against.
KAISER is a short-term software fix, but the problem we have uncovered
is much more significant.

We expect several more performance optimizations in modern CPUs which
affect the microarchitectural state in some way, not even necessarily
through the cache. Thus, hardware which is designed to provide cer-
tain security guarantees, e.g., CPUs running untrusted code, requires a
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redesign to avoid Meltdown- and Spectre-like attacks. Meltdown also
shows that even error-free software, which is explicitly written to thwart
side-channel attacks, is not secure if the design of the underlying hardware
is not taken into account.

With the integration of KAISER into all major operating systems, an
important step has already been done to prevent Meltdown. KAISER
is a fundamental change in operating system design. Instead of always
mapping everything into the address space, mapping only the minimally
required memory locations appears to be a first step in reducing the at-
tack surface. However, it might not be enough, and even stronger isolation
may be required. In this case, we can trade flexibility for performance
and security, by e.g., enforcing a certain virtual memory layout for ev-
ery operating system. As most modern operating systems already use a
similar memory layout, this might be a promising approach.

Meltdown also heavily affects cloud providers, especially if the guests are
not fully virtualized. For performance reasons, many hosting or cloud
providers do not have an abstraction layer for virtual memory. In such
environments, which typically use containers, such as Docker or OpenVZ,
the kernel is shared among all guests. Thus, the isolation between guests
can simply be circumvented with Meltdown, fully exposing the data of
all other guests on the same host. For these providers, changing their
infrastructure to full virtualization or using software workarounds such
as KAISER would both increase the costs significantly.

Concurrent work has investigated the possibility to read kernel memory
via out-of-order or speculative execution, but has not succeeded [13, 50].
We are the first to demonstrate that it is possible. Even if Meltdown
is fixed, Spectre [40] will remain an issue, requiring different defenses.
Mitigating only one of them will leave the security of the entire system
at risk. Meltdown and Spectre open a new field of research to investigate
to what extent performance optimizations change the microarchitectural
state, how this state can be translated into an architectural state, and
how such attacks can be prevented.

9. Conclusion
In this paper, we presented Meltdown, a novel software-based attack ex-
ploiting out-of-order execution and side channels on modern processors to
read arbitrary kernel memory from an unprivileged user space program.
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Without requiring any software vulnerability and independent of the op-
erating system, Meltdown enables an adversary to read sensitive data of
other processes or virtual machines in the cloud with up to 503KB/s, af-
fecting millions of devices. We showed that the countermeasure KAISER,
originally proposed to protect from side-channel attacks against KASLR,
inadvertently impedes Meltdown as well. We stress that KAISER needs
to be deployed on every operating system as a short-term workaround,
until Meltdown is fixed in hardware, to prevent large-scale exploitation
of Meltdown.
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Appendix

9.1. Meltdown in Practice

In this section, we show how Meltdown can be used in practice. In Sec-
tion 9.1.1, we show physical memory dumps obtained via Meltdown, in-
cluding passwords of the Firefox password manager. In Section 9.1.2, we
demonstrate a real-world exploit.

https://www.phoronix.com/scan.php?page=news_item&px=KASLR-Default-Linux-4.12
https://www.phoronix.com/scan.php?page=news_item&px=KASLR-Default-Linux-4.12
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9.1.1. Physical-memory Dump using Meltdown

listing 6.3 shows a memory dump using Meltdown on an Intel Core i7-
6700K running Ubuntu 16.10 with the Linux kernel 4.8.0. In this example,
we can identify HTTP headers of a request to a web server running on
the machine. The XX cases represent bytes where the side channel did not
yield any results, i.e., no Flush+Reload hit. Additional repetitions of the
attack may still be able to read these bytes.

Listing 6.4 shows a memory dump of Firefox 56 using Meltdown on the
same machine. We can clearly identify some of the passwords that are
stored in the internal password manager, i.e., Dolphin18, insta_0203,
and secretpwd0. The attack also recovered a URL which appears to be
related to a Firefox add-on.

9.1.2. Real-world Meltdown Exploit

In this section, we present a real-world exploit showing the applicability
of Meltdown in practice, implemented by Pavel Boldin in collaboration
with Raphael Carvalho. The exploit dumps the memory of a specific
process, provided either the process id (PID) or the process name.

First, the exploit de-randomizes the kernel address space layout to be
able to access internal kernel structures. Second, the kernel’s task list
is traversed until the victim process is found. Finally, the root of the
victim’s multilevel page table is extracted from the task structure and
traversed to dump any of the victim’s pages.

The three steps of the exploit are combined to an end-to-end exploit which
targets a specific kernel build and a specific victim. The exploit can easily
be adapted to work on any kernel build. The only requirement is access
to either the binary or the symbol table of the kernel, which is true for all
public kernels which are distributed as packages, i.e., not self-compiled.
In the remainder of this section, we provide a detailed explanation of the
three steps.

Breaking KASLR. The first step is to de-randomize KASLR to access
internal kernel structures. The exploit locates a known value inside the
kernel, specifically the Linux banner string, as the content is known and
it is large enough to rule out false positives. It starts looking for the
banner string at the (non-randomized) default address according to the
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79cbb80: 6c4c 48 32 5a 78 66 56 44 73 4b 57 39 34 68 6d |lLH2ZxfVDsKW94hm|
79cbb90: 3364 2f 41 4d 41 45 44 41 41 41 41 41 51 45 42 |3d/AMAEDAAAAAQEB|
79cbba0: 4141 41 41 41 41 3d 3d XX XX XX XX XX XX XX XX |AAAAAA==........|
79cbbb0: XXXX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
79cbbc0: XXXX XX 65 2d 68 65 61 64 XX XX XX XX XX XX XX |...e-head.......|
79cbbd0: XXXX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
79cbbe0: XXXX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
79cbbf0: XXXX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
79cbc00: XXXX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
79cbc10: XXXX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
79cbc20: XXXX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
79cbc30: XXXX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
79cbc40: XXXX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
79cbc50: XXXX XX XX 0d 0a XX 6f 72 69 67 69 6e 61 6c 2d |.......original-|
79cbc60: 7265 73 70 6f 6e 73 65 2d 68 65 61 64 65 72 73 |response-headers|
79cbc70: XX44 61 74 65 3a 20 53 61 74 2c 20 30 39 20 44 |.Date: Sat, 09 D|
79cbc80: 6563 20 32 30 31 37 20 32 32 3a 32 39 3a 32 35 |ec 2017 22:29:25|
79cbc90: 2047 4d 54 0d 0a 43 6f 6e 74 65 6e 74 2d 4c 65 | GMT..Content-Le|
79cbca0: 6e67 74 68 3a 20 31 0d 0a 43 6f 6e 74 65 6e 74 |ngth: 1..Content|
79cbcb0: 2d54 79 70 65 3a 20 74 65 78 74 2f 68 74 6d 6c |-Type: text/html|
79cbcc0: 3b20 63 68 61 72 73 65 74 3d 75 74 66 2d 38 0d |; charset=utf-8.|

Listing (6.3) Memory dump showing HTTP Headers on Ubuntu 16.10 on a Intel
Core i7-6700K

f94b76f0: 12 XX e0 81 19 XX e0 81 44 6f 6c 70 68 69 6e 31 |........Dolphin1|
f94b7700: 38 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 |8...............|
f94b7710: 70 52 b8 6b 96 7f XX XX XX XX XX XX XX XX XX XX |pR.k............|
f94b7720: XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
f94b7730: XX XX XX XX 4a XX XX XX XX XX XX XX XX XX XX XX |....J...........|
f94b7740: XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
f94b7750: XX XX XX XX XX XX XX XX XX XX e0 81 69 6e 73 74 |............inst|
f94b7760: 61 5f 30 32 30 33 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 |a_0203..........|
f94b7770: 70 52 18 7d 28 7f XX XX XX XX XX XX XX XX XX XX |pR.}(...........|
f94b7780: XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
f94b7790: XX XX XX XX 54 XX XX XX XX XX XX XX XX XX XX XX |....T...........|
f94b77a0: XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
f94b77b0: XX XX XX XX XX XX XX XX XX XX XX XX 73 65 63 72 |............secr|
f94b77c0: 65 74 70 77 64 30 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 |etpwd0..........|
f94b77d0: 30 b4 18 7d 28 7f XX XX XX XX XX XX XX XX XX XX |0..}(...........|
f94b77e0: XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
f94b77f0: XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX |................|
f94b7800: e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 e5 |................|
f94b7810: 68 74 74 70 73 3a 2f 2f 61 64 64 6f 6e 73 2e 63 |https://addons.c|
f94b7820: 64 6e 2e 6d 6f 7a 69 6c 6c 61 2e 6e 65 74 2f 75 |dn.mozilla.net/u|
f94b7830: 73 65 72 2d 6d 65 64 69 61 2f 61 64 64 6f 6e 5f |ser-media/addon_|

Listing (6.4) Memory dump of Firefox 56 on Ubuntu 16.10 on a Intel Core i7-
6700K disclosing saved passwords.
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symbol table of the running kernel. If the string is not found, the next
attempt is made at the next possible randomized address until the target
is found. As the Linux KASLR implementation only has an entropy of
6 bits [37], there are only 64 possible randomization offsets, making this
approach practical.

The difference between the found address and the non-randomized base
address is then the randomization offset of the kernel address space.
The remainder of this section assumes that addresses are already de-
randomized using the detected offset.

Locating the Victim Process. Linux manages all processes (including
their hierarchy) in a linked list. The head of this task list is stored in the
init_task structure, which is at a fixed offset that only varies among
different kernel builds. Thus, knowledge of the kernel build is sufficient
to locate the task list.

Among other members, each task list structure contains a pointer to the
next element in the task list as well as a task’s PID, name, and the root
of the multilevel page table. Thus, the exploit traverses the task list until
the victim process is found.

Dumping the Victim Process. The root of the multilevel page table is
extracted from the victim’s task list entry. The page table entries on all
levels are physical page addresses. Meltdown can read these addresses via
the direct-physical map, i.e., by adding the base address of the direct-
physical map to the physical addresses. This base address is 0xffff
8800 0000 0000 if the direct-physical map is not randomized. If the
direct-physical map is randomized, it can be extracted from the kernel’s
page_offset_base variable.

Starting at the root of the victim’s multilevel page table, the exploit
can simply traverse the levels down to the lowest level. For a specific
address of the victim, the exploit uses the paging structures to resolve the
respective physical address and read the content of this physical address
via the direct-physical map. The exploit can also be easily extended to
enumerate all pages belonging to the victim process, and then dump any
(or all) of these pages.
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Abstract

In this paper, we present Nethammer, a remote Rowhammer attack with-
out a single attacker-controlled line of code on the targeted system, i.e.,
not even JavaScript. Nethammer works on commodity consumer-grade
systems that either are protected with quality-of-service techniques like
Intel CAT or that use uncached memory, flush instructions, or non-
temporal instructions while handling network requests (e.g., for inter-
action with the network device). We demonstrate that the frequency of
the cache misses is in all three cases high enough to induce bit flips. Our
evaluation showed that depending on the location, the bit flip compro-
mises either the security and integrity of the system and the data of its
users, or it can leave persistent damage on the system, i.e., persistent
denial of service. We invalidate threat models of Rowhammer defenses
building upon the assumption of a local attacker. Consequently, we show
that most state-of-the-art defenses do not affect our attack. In particular,
we demonstrate that target-row-refresh (TRR) implemented in DDR4 has
no aggravating effect on local or remote Rowhammer attacks.

1. Introduction

Hardware-fault attacks have been considered a security threat since at
least 1997 [6, 7]. In such attacks, the attacker intentionally brings de-
vices into physical conditions that are outside their specification for a
short time. For instance, this can be achieved by temporarily using in-
correct supply voltages, exposing them to high or low temperatures, ex-
posing them to radiation, or by dismantling the chip and shooting at
it with lasers. Fault attacks typically require physical access to the de-
vice. However, if software can bring the device to the border or outside
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of the specified operational conditions, software-induced hardware faults
are possible [34, 51].

The Rowhammer bug is a hardware reliability issue of DRAM [34]. An at-
tacker can exploit this bug by repeatedly accessing (hammering) DRAM
cells at a high frequency, causing unauthorized changes in physically
adjacent memory locations. Examples of Rowhammer attacks include
privilege escalation from native environments [17, 49], from within a
browser’s sandbox [18], and from within virtual machines running on
third-party compute clouds [55], mounting fault attacks on cryptographic
primitives [5, 48], and obtaining root privileges on mobile phones [54].

Intel CAT is a quality-of-service feature [21], allowing to restrict cache
allocation of cores to a subset of cache ways of the last-level cache, re-
moving interference of workloads in shared environments, e.g., protecting
virtual machines against performance degradation due to cache thrashing
of co-located virtual machines. However, Aga et al. [1] showed that Intel
CAT facilitates eviction-based Rowhammer attacks.

The large majority of previous Rowhammer attacks required some form
of local code execution, e.g., JavaScript [18] or native code [1, 4, 5, 17, 34,
41, 46, 48, 49, 54, 55]. Consequently, all works on Rowhammer defenses
assume that some form of local code execution is required [4, 8, 9, 16, 20,
27, 33, 34, 44, 58]. In contrast, Tatar et al. [52] utilized RDMA-enabled
network cards to perform targeted memory accesses to specific physical
addresses over a remote interface to induce bit flips.

In this paper, we challenge the requirements of remote Rowhammer at-
tacks. We present Nethammer, a Rowhammer attack that does not re-
quire local code execution, nor RDMA-enabled network cards. Netham-
mer only requires a fast network connection between the attacker and
the victim. It sends a crafted stream of size-optimized packets to the
victim, causing a high number of memory accesses to the same set of
memory locations. If any software processing the network request (e.g.,
user application, shared libraries, network stack, network driver) use un-
cached memory, non-temporal instructions or flush instructions (e.g., for
interaction with the network device) an attacker can induce bit flips.
Furthermore, if Intel CAT is activated, e.g., as an anti-DoS mechanism,
memory accesses lead to fast cache eviction and, thus, frequent DRAM
accesses, i.e., Rowhammer. While, as in the first practical Rowhammer
attacks [49], an attacker cannot control the addresses of the bit flips,
we demonstrate how an attacker can still exploit them and reduce the
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probability of flips in non-attacker controlled regions by spraying.

To build Nethammer, we systematically analyzed the requirements to in-
duce bit flips and, in particular, real-world memory-controller page poli-
cies. In most Rowhammer attacks, two DRAM rows are hammered to
induce bit flips. The reason is that they assume that an “open-page”
memory controller policy is used, i.e., a DRAM row is kept open until a
different row is accessed. However, modern CPUs employ more sophisti-
cated memory controller policies that preemptively close rows [17]. We
demonstrate one-location hammering [17] with adaptive page policies for
the first time.

We also analyzed memory operations during network requests and ana-
lyzed the Nethammer bit flips we empirically obtained on our target sys-
tems and different potential target applications. In all cases, the triggered
bit flips may induce persistent denial-of-service attacks by corrupting the
persistent state, e.g., the file system on the remote machine. We empir-
ically observed bit flips using Nethammer already after 300ms runtime
and up to 10 000 per hour.

Finally, we evaluate state-of-the-art defenses and show that most of them
do not affect our attack. In particular, we show that TRR does not
mitigate Rowhammer.

Contributions. The contributions of this work are:

• We present Nethammer, a remote Rowhammer attack that does not
require attacker-controlled code on the target device, nor RDMA-
enabled network cards.

• We demonstrate Nethammer on systems using uncached memory
(or clflush) while handling network packets.

• We show how memory controller policies can automatically be iden-
tified.

• We show that the TRR countermeasure in DDR4 has no significant
effect on Rowhammer attacks.

Outline. Section 2 provides background. Section 3 gives an attack
overview. Section 4 describes the building blocks. Section 5 describes
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specific exploit strategies. Section 6 evaluates our empiric results. In Sec-
tion 7, we discuss limitations and specific defenses. Section 8 concludes.

Responsible Disclosure. We responsibly informed Intel about Netham-
mer on March 20, 2018. We disclosed a full report of Nethammer, includ-
ing the ineffectiveness of TRR on DDR4 to Intel, ARM, Qualcomm, on
May 11, 2018.

2. Background and Related Work
In this section, we discuss background information and related work on
DRAM, memory controller policies, and the Rowhammer attack. Fur-
thermore, we discuss caches and cache eviction as well as the Intel CAT
technology.

DRAM and Memory Controller Policies. DRAM in modern computers
is organized for a high degree of parallelism, in a hierarchy of 1–4 channels,
one or more DIMMs, 1–4 ranks, 1–4 bank groups, and 8 or 16 banks.
Each bank is an array of cells, organized in rows and columns, storing
the actual memory content. The memory controller translates physical
addresses to channel, DIMM, rank, bank group, bank, row, and column
addresses. Pessl et al. [45] reverse-engineered these addressing functions
using an automated technique for several processors.

As DRAM cells lose their charge over time, they must be refreshed peri-
odically. The refresh interval is defined as 64ms but can be adjusted to
compensate, e.g., for temperature.

Each bank has a row buffer, buffering any read and write accesses to
rows in this bank. Hence, depending on the state of the row buffer three
different cases can occur: Row hits are the fastest, an access to a row in
a pre-charged bank (i.e., no row in the row buffer) is a few nanoseconds
slower, row conflicts (i.e., other row in row buffer) are measurably slower.
The memory controller can optimize the memory performance by deciding
when to close a row preemptively and pre-charge the bank. Typically,
memory controllers employ one of the three following page policies:

1. Closed-page policy: the page is immediately closed, and the bank is
pre-charged.
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2. Fixed open-page policy: the page is left open for a fixed amount of
time. This policy is beneficial for high-locality workloads, for power
consumption and bank utilization [32].

3. Adaptive open-page policy: the adaptive open-page policy by In-
tel [12] is similar to the fixed open-page policy but dynamically
adjusts the page timeout interval per bank.

As modern processors have many cores running independently as well
as deploy large caches and complex algorithms for spatial and temporal
prefetching, the probability that subsequent memory accesses go to the
same row decreases. Awashti et al. [3] proposed an access-based page
policy that assumes a row receives the same number of accesses as the
last time it was activated. Shen et al. [50] proposed a policy taking past
memory accesses into account to decide whether to close a row preemp-
tively. Intel suggested predicting how long a row should be kept open [31,
53]. Consequently, more complex memory controller policies have been
proposed and are implemented in modern processors [16, 32].

Rowhammer. Increasing DRAM cell density achieves higher storage ca-
pacity and lower power consumption, but cells may be more susceptible to
disturbance errors [41], i.e., bit flips. Such bit flips can be induced from
software by bypassing the cache using specific instructions [34], cache
eviction [1, 4, 14, 18], or uncached memory [46, 54]. Different access
patterns have been developed to induce Rowhammer bit flips:

1. Single-sided hammering [49] accesses 8 randomly chosen memory
locations simultaneously. The probability is high that at least 2 out
of 8 random memory locations map into the same out of 32 DRAM
banks on DDR3.

2. Double-sided hammering hammers two rows sandwiching a third.
This requires at least partial knowledge of virtual-to-physical and
physical-to-DRAM mappings.

3. One-location hammering [17] only accesses one single location at a
high frequency. The attacker does not directly induce row conflicts
but instead keeps re-opening one row permanently. As modern pro-
cessors do not use strict open-page policies anymore, the memory
controller preemptively closes rows earlier than necessary, causing
row conflicts on the subsequent accesses of the attacker.
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Using these techniques, the Rowhammer bug has been exploited in dif-
ferent scenarios and environments, e.g., attacking [5], sandboxes [14, 18,
49], native environments [17, 49], virtual machines [48, 55], mobile de-
vices [54].

To develop defenses, a large body of research focused on detecting [9, 19,
20, 27, 44, 58], neutralizing [8, 18, 48, 54], or eliminating [4, 8, 16, 33, 34]
Rowhammer attacks in software or hardware. The NethammerLPDDR4
standard [30] specifies two features to mitigate Rowhammer attacks: with
Target Row Refresh (TRR) the memory controller refreshes adjacent rows
of a certain row and with Maximum Activation Count (MAC) the number
of times a row can be activated before adjacent rows have to be refreshed
is specified. One-location hammering however bypasses all software-based
defenses [17].

Tatar et al. [52] utilized RDMA-enabled network cards to induce bit flips
remotely. RDMA enables remote access to specific physical addresses
in a controlled way and, hence, can be used to implement Rowhammer
memory access patterns. RDMA-enabled network cards are expensive
and are only used by a few cloud providers [39]. In 2019, Cojocar et al.
[10] demonstrated Rowhammer attacks bypassing ECC protection. In
March 2020, Frigo et al. [15] analyzed TRR in more depth, confirming
our findings of Section 6.

Caches and Cache Eviction. Hardware caches keep frequently used data
from main memory in smaller but faster memories. Modern CPUs have
multiple cache levels, with the L3 cache usually being the largest but
slowest cache, shared across cores and inclusive to lower-level caches.
The L3 cache on such CPUs has sets consisting of a fixed number of
cache ways, where the set is determined by the physical address, and a
replacement policy decides which way to replace (evict).

To mount a Rowhammer attack, an attacker needs to bypass the cache,
e.g., via the unprivileged clflush instruction [56], or uncached mem-
ory [54]. An attacker can also resort to cache eviction by accessing con-
gruent memory addresses [14, 18, 35], i.e., addresses that map to the
same cache set. Gruss et al. [18] observed that it is important to trick the
replacement policy into keeping memory locations of the attacker cached,
rather than the victim address that the attacker wants to evict.

In 2016, Intel introduced Cache Allocation Technology (CAT) [25] to ad-
dress quality of service in multi-core server platforms [21, 24]. Intel CAT
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Last-LevelCache

VM1 VM2 VM3

(a) CAT disabled

Last-LevelCache

VM1 VM2 VM3

(b) CAT enabled

Figure 7.1.: When Intel CAT is disabled in (a), the cache is shared among
the virtual machines. In (b), CAT is configured with 6 ways
for VM1, and 1 way for VM2 and VM3.

allows system software to partition the last-level cache to optimize work-
loads in shared environments as well as to isolate applications or virtual
machines on servers. When a virtual machine on a server thrashes the
cache and therefore decreases the performance of other co-located ma-
chines, the hypervisor can restrict this virtual machine to a subset of the
cache to retain the performance of other tenants. More specifically, Intel
CAT allows restricting the number of cache ways available to processes,
virtual machines, and containers, as illustrated in Figure 7.1. However,
Aga et al. [1] showed that Intel CAT allows improving eviction-based
Rowhammer attacks as it reduces the number of accesses, and thus the
time, required for cache eviction.

3. Nethammer Attack
In this section, we present Nethammer, a Rowhammer attack not rely-
ing on any attacker-controlled code on the victim machine, nor RDMA-
enabled network cards.

Attack Overview. Nethammer sends a crafted stream of network pack-
ets to the target device to mount a one-location or single-sided Rowham-
mer attack. For each packet received on the target device, a set of ad-
dresses is accessed, e.g., in the kernel driver, in a user-space applica-
tion processing the contents, somewhere in between (e.g., network stack,
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shared libraries), or a combination of all. By repeatedly sending packets,
this set of addresses is hammered and, thus, bit flips may be induced.
As frequently-used addresses are served from the cache for performance,
the cache must be bypassed such that the access goes directly into the
DRAM to cause the row conflicts required for hammering. This can be
achieved in different ways if the code that is executed (in kernel space or
user space) when receiving a packet,

1. evicts (and later on reloads) an address;

2. uses uncached memory;

3. uses non-temporal instructions;

4. flushes (and later on reloads) an address.

Non-temporal instructions perform their operations directly to the mem-
ory bypassing the cache [46]. Uncached memory is used on virtually all
ARM-based devices for interaction with the hardware, e.g., access buffers
used by the network controller. Intel x86 processors have the clflush
instruction for the same purpose, and we found several open-source repos-
itories where the clflush instruction was used for interaction with the
hardware, but only one of them was an (outdated) network driver. We
still describe this attack for completeness’ sake, as it also applies to closed
source drivers or user-space applications that handle the received packets
and possibly use the clflush instruction. We verified that an attack is
practical in both scenarios, as we describe in Section 6.

However, the main focus and contribution of this paper is an eviction-
based remote Rowhammer attack. As caches are large and cache replace-
ment policies try to keep frequently-used data in the cache, it is not trivial
to mount an eviction-based attack without executing attacker-controlled
code on the device. However, to address quality of service in multi-core
server platforms, Intel introduced CAT (cf. Section 2), allowing to control
the amount of cache available to applications or virtual machines dynam-
ically, as illustrated in Figure 7.1. If a virtual machine is thrashing the
cache, the hypervisor limits the number of cache ways available to this
virtual machine to meet performance guarantees given to other tenants
on the same host. Thus, if an attacker excessively uses the cache, its
virtual machine is restricted to a low number of ways, possibly only one,
leading to a fast self-eviction of addresses.

To induce bit flips remotely, one requirement is to send as many packets
as possible over the network in a short time frame. As an example,
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UDP packets without content can be used, allowing an overall packet
size of 64B, which is the minimum packet size for an Ethernet packet.
This allows to send up to 1 024 000 packets per second over a 500Mbit/s
connection.

Attack Setup. In our attack setup, the attacker has a fast network con-
nection to the victim machine, e.g., a gigabit connection. We assume that
the victim machine has DDR2, DDR3, or DDR4 memory that is suscep-
tible to one-location (or single-sided) hammering. As DRAM with ECC
can detect and correct single-bit errors and, thus, complicates Rowham-
mer attacks, we assume non-ECC memory on the victim machine. We
did find server systems that have no ECC memory in the wild [22, 23, 28,
42]. Note that this is not a real limitation, as Cojocar et al. [10] demon-
strated Rowhammer attacks bypassing ECC protection. Furthermore, we
assume that the victim machine uses either Intel CAT, available in Xeon
CPUs, or uncached memory while handling network packets. We found
12.7% of the dedicated hosts for sale on Hetzner [22] to have a Xeon
CPU but non-ECC memory. Finally, we assume that the attacker has
a sufficiently fast network connection to the victim, see Section 4.3. For
our attack on personal computers, tablets, smartphones, or devices with
similar hardware configuration, we make no further assumptions.

4. From Regular Memory Accesses to Rowhammer
We investigate memory-controller page policies to determine whether reg-
ular memory accesses that occur while handling network packets could, at
least in theory, induce bit flips. Note that these investigations are obliv-
ious to the specific technique to access the DRAM row (i.e., eviction,
flushing, uncached memory).

In Section 4.1, we propose a method to determine the memory-controller
page policy on real-world systems automatically. We show that one-
location hammering does not necessarily need a closed-page policy, but
instead, adaptive policies may allow one-location hammering.

Based on these insights, we demonstrate the first one-location Rowham-
mer attack on an ARM device in Section 4.2. Finally, we investigate
whether Rowhammer via network packets is theoretically possible. This
is not trivial, as network packets do not arrive at the same speed as the
memory accesses in an optimized tight loop.



4. From Regular Memory Accesses to Rowhammer 205

4.1. Automated Classification of Memory-Controller Page
Policies

Gruss et al. [17] found that the memory-controller page policy has a
significant influence on the way the Rowhammer bug can be triggered.
In particular, they found that one-location hammering works and de-
duced from this that the memory-controller page policy must be similar
to a closed-page policy. To get a more in-depth understanding of the
memory-controller page policy used on a specific system, we present an
automated method to detect the used policy. This is a significant step
forward for Rowhammer attacks, as it allows to deduce whether specific
attack variants may or may not work without an empiric evaluation.

The undocumented mapping functions [45] allow to select addresses to
access specific DRAM channels, ranks, banks, but also rows. Accessing
same-bank different-row addresses consecutively causes a row conflict in
the corresponding bank, incurring higher latency for the second access as
the currently active row must be closed (written back), the bank must be
pre-charged, and only then the new row can be fetched with an activate
command.

We assume knowledge of processor and DRAM timings. For the DRAM
this means in particular, the tRCD latency (the time to select a column
address), and the tRP latency (the time between pre-charge and row ac-
tivation). These three timings influence the observed latency as follows:

1. we consider the case page open / row hit as the baseline;

2. in the case page empty / bank pre-charged, we observe an additional
latency of tRP over a row hit;

3. in the case page miss / row conflict, we observe an additional latency
of (tRP + tRCD) over a row hit.

To compute the actual number of cycles we can expect, we have to divide
the DRAM latency value by the DRAM clock rate. In the case of DDR4,
we have to additionally divide the latency value by factor two, as DDR4 is
double-clocked. This yields the latency in nanoseconds. By dividing the
nanoseconds by the processor clock speed, we obtain the latency in CPU
cycles. Still, as we cannot obtain absolutely clean measurements due
to out-of-order execution, prefetching, and other mechanisms that aim
to hide the DRAM latency, the actually observed latency will deviate
slightly.
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As in our test we cannot simply measure the three different cases, we
define an experiment that allows to distinguish the different policies. In
the experiment we use for our automated classification, we select two
addresses A and B that map to the same bank but different rows. Using
the clflush instruction, we make sure that A and B are not cached, in
order to load those addresses directly from main memory. We base our
method on two observations for open-page policies:

• Single: By loading address A an increasing number of times (n =
1..10 000) before measuring the time it takes to load the same ad-
dress on a subsequent access, we can measure the access time of an
address in DRAM if the corresponding row is already active. For
an open-page policy, the access time should be the same for any n.

• Conflict: By accessing address A and subsequently measuring the
access time to address B, we can measure the access time of an
address in DRAM in the occurrence of a row conflict.

Our classification runs the following checks:

1. If there is no timing difference between the two cases described
above (Single with a large n and Conflict), the system uses a closed-
page policy. The closed-page policy immediately closes the row after
every read or write request. Thus, there is no timing difference
between these two cases. The timing observed corresponds to the
row-pre-charged state.

2. Otherwise, if the timing for the Single case is the same, regardless
of the value of n, but differs from the timing for Conflict, the system
uses an open-page policy. The timing difference corresponds to the
row hits and conflicts. Following the definition of the open-page
policy, the timing for row hits is always the same.

3. Otherwise, the timing for the Single case will have a jump at some
n, after which the page policy is adapted to cope better with our
workload. Consequently, the timing differences we observe corre-
spond to row hit and row-pre-charged states.

Figure 7.2 shows the memory access time measured on an Intel Xeon
D-1541 with different page policies, i.e., the closed-page policy can be
distinguished using our method. We also verified our results by reading
out the CLOSE_PG bit in the mcmtr configuration register of the integrated
memory controller [26].
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(a) Open-page policy
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(b) Closed-page policy
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Figure 7.2.: Measured access times over a period of time for a single ad-
dress (blue) and an address causing a row conflict (red) for
different page policies on the Intel Xeon D-1541: open policy
(left), closed policy (middle), adaptive policy (right).
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Figure 7.3.: Open-page policy and adaptive page policy can be distin-
guished by testing increasing numbers of accesses to the same
row.

We validated that we can distinguish open-page policy and adaptive page
policy by running our experiments on two systems with the corresponding
page policies. Figure 7.3 shows the results of these experiments. The
difference between open-page policy and adaptive policy is clearly visible.

Our experiments show that adaptive page policies often behave like closed-
page policies. This indicates the possibility of one-locating hammering on
systems using an adaptive page policy.

4.2. One-location Hammering on ARM

To make Nethammer a more generic attack, it is essential to demonstrate
it not only on Intel CPUs but also on ARM CPUs. This is particularly
interesting as ARM CPUs dominate the mobile market, and ARM-based
devices are predominant also in IoT applications. Gruss et al. [17] only
demonstrated one-location hammering on Intel CPUs. However, as one-
location hammering is the most plausible hammering variant for Netham-
mer, we need to investigate whether it is possible to trigger one-location
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hammering bit flips on ARM.

In our experiments, we used a LG Nexus 4 E960 mobile phone equipped
with a Qualcomm Snapdragon 600 (APQ8064) SoC and 2GB of LPDDR2
RAM, susceptible to bit flips using double-sided hammering. The page
policy used by the memory controller is selected via the DDR_CMD_EXEC_OPT_0
register: if the bit is set to 1 (the recommended value [47]), a closed-page
policy is used. If the bit is set to 0, an open-page policy is used. Hence,
we can expect the memory controller to preemptively close rows, enabling
one-location hammering.

So far, bit flips on ARM-based devices have only been demonstrated in
the combination of double-sided hammering, and uncached memory [54],
or access via the GPU [14]. Even in the presence of a flush instruction [2]
or optimal cache eviction strategies [35], the access frequency to the two
neighboring rows is too low to induce bit flips. Furthermore, devices with
the ARMv8 instruction set that allows exposing a flush instruction to
unprivileged programs are usually equipped with NethammerLPDDR4
memory.

In our experiment, we allocated uncached memory using the Android ION
memory allocator [57]. We hammered a single random address within
the uncached memory region at a high frequency and then checked the
memory for occurred bit flips. We were able to observe 4 bit flips while
hammering for 10 hours. Thus, we can conclude that there are ARM-
based devices that are vulnerable to one-location hammering.

4.3. Minimal Access Frequency for Rowhammer Attacks

Nethammer requires a high frequency of memory accesses caused by pro-
cessing network packets. Previous work indicated that at least 43 000 to
139 000 row activations [4, 18, 34] are required within one refresh interval
to induce a bit flip.

In our experiments, we send 500Mbit/s (and more) over the network
interface. With a minimum size of 64B for ethernet packets, this corre-
sponds to 1 024 000 packets per second. Several kernel functions are called
multiple times, e.g., up to 6 times (cf. Section 6). Hence, on a 500Mbit/s
connection, the attack can induce 6 144 000 accesses per second. Divided
by the default refresh interval of 64ms, we are at 393 216 accesses per
refresh interval. This is clearly above the previously reported required
number of memory accesses [4, 18, 34]. Hence, we conclude that in the-
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ory, if the system is susceptible to Rowhammer attacks, network packets
can induce bit flips. In the following section, we will describe how an
attacker can exploit such bit flips.

5. Exploiting Bit Flips over a Network
Nethammer does not control where in physical memory a bit flip is in-
duced and, thus, what is stored at that location, the bit flip can have
different consequences. We distinguish between bit flips in user mem-
ory, i.e., memory pages that are mapped as user_accessible in at least
one process and bit flips in kernel memory. We can also distinguish the
bit flips based on their high-level effect, again forming two groups, de-
pending on whether or not they lead to a denial-of-service situation. A
denial-of-service situation can be persistent if the bit flip is written back
to a permanent storage location. Then it may be necessary to reinstall
the system software or parts of it from scratch, clearly taking more time
than just a reboot.

File System Data Structures. File system data structures, e.g., inodes,
are not directly part of the kernel code or data but are also in the kernel
memory. An inode is a data structure defining a file or a directory of a
file system. Each inode contains metadata, such as the size of the file,
owner, and permission data, as well as the disk block location of its data.
If a bit flips in the inode structure, it corrupts the file system and, thus,
causes persistent loss of data. This may again crash the entire system.
We empirically validated that this case occurs.1

SGX Enclave Page Cache. Bit flips in this region lock up the memory
controller instantly (unsafely), halting the entire system [17, 29]. We
empirically validated that this case occurs and found unsafe halting of
the system to often leave permanent file system damage.

Application Memory. If a bit flip occurs in a user-space application,
e.g., code or data, a possible outcome is the crash of the program. Such
a flip may render the affected service unavailable. Another outcome of
a bit flip in the data of a user-space application, e.g., in the database of

1In fact, it was a problem when trying to trigger the other cases.
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a service, is that the service delivers modified, possibly invalid, content.
Depending on the service, its users cannot distinguish if the data is correct
or has been altered.

One example are DNS entries, which are altered such that a character of
DNS entry points to a different domain, i.e., bitsquatting [11]. Such bit
flips in domains have been successfully exploited before using Rowhammer
attacks [48]. Using zone transfers, an attacker can retrieve entries of an
entire zone. The attacker queries the DNS server for its entries, mounts
the attack, and then verifies whether a bit flip at an exploitable position
has occurred by monitoring changes in the queried entries. If so, the
attacker can register the changed domain and host a malicious service on
the domain, e.g., a phishing website or a mail server intercepting email
traffic. Users querying the DNS server for said entry connect to the
attacker-controlled server and are thus exposed to data theft.

An attacker can also target Online Certificate Status Protocol (OCSP)
servers that allow querying the status of a single certificate. The OCSP
server manages a list of revoked certificate fingerprints. Liu et al. [36]
evaluated 74 full IPv4 HTTPS scans and found that 8% of 38 514 130
unique SSL certificates served have been revoked. The attacker flips a bit
in the memory of an OCSP server of a certificate authority where private
keys of certificates have become public, and the certificates have thus
been revoked. The attacker can either flip the status or the identifier of
the certificate (a chance of 99.875% per bit flip in the OCSP revocation
list). A bit flip in the certificate identifier leads to the OCSP server not
finding the certificate in its database anymore, thus, returning “unknown”
as the state. Most browsers fall back to their own certificate revocation
list in such a case [43]. However, only high-value revocations are kept in
the browser’s list, making it very unlikely that the certificate is in the
certificate revocation list of the browser. Hence, an attacker can again
reuse that certificate.

We empirically observed bit flips in these applications, with a lower fre-
quency than denial-of-service bit flips.

Cryptographic Material. Cryptographic material as part of the appli-
cation memory is particularly interesting for attacks. To commit changes
to a version-controlled repository, users authenticate with the service us-
ing public-key cryptography. As the position of the bit flip cannot be
controlled using Nethammer, an attacker can improve the probability to
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induce a bit flip in the modulus of a public key by loading as many keys as
possible into the main memory of the server. Some APIs, e.g., the GitLab
API, allow enumerating the registered users as well as their public keys.
By enumerating and, thus, accessing all public keys of the service, the
attacker loads the public keys into the DRAM. In the first step of the at-
tack, the attacker enumerates all keys of all users and stores them locally.
In the second step, the attacker mounts Nethammer to induce bit flips on
the targeted system. The more keys the attacker loaded into memory, the
more likely it is that the bit flip corrupts the modulus of a public key of
a user. For instance, with 80% of the memory filled with 4096-bit keys,
the chance to hit a bit of a modulus is 79.7%. As the attacker does not
know which key was affected by the bit flip, the attacker enumerates all
keys again and compares them with the locally stored keys. If a modified
key has been found, the attacker computes a new corresponding private
key [40, 48]. Consequently, the attacker can make changes to the soft-
ware repository as that user and, thus, introduce bugs that can later be
exploited if the software is distributed. The original public key is restored
after a while when the key is evicted from the page cache and reloaded
from the hard drive. As the correct key is restored, the attack leaves no
traces. Furthermore, it breaks the non-repudiation guarantee provided by
the public-key authentication, making the victim whose public key was
attacked the prime suspect in possible investigations.

6. Evaluation
In this section, we evaluate Nethammer and its performance. We show
that the number of bit flips induced by Nethammer depends on how the
cache is bypassed and the memory controller’s page policy. We evalu-
ate which kernel functions are executed when handling a UDP network
packet. We describe the bit flips we obtained when running Nethammer
in different attack scenarios. Finally, we show that TRR, a countermea-
sure against Rowhammer implemented in some DDR4 RAMs, does not
protect against Nethammer or Rowhammer in general.

Environment. In our evaluation, we used the test systems listed in Ta-
ble 7.1. We used the second and third system for our experiments with
Intel CAT, which was configured exactly as recommended for quality-
of-service purposes. For completeness’ sake, on the first system, we ran
an unprivileged server application which uses clflush while handling re-
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Table 7.1.: List of test systems that were used for the experiments.
Device CPU DRAM Network card Operating system

Desktop Intel i7-6700K @ 4GHz 8GB DDR4 @ 2133MHz Intel 10G X550T Ubuntu 16.04
Server Intel Xeon E5-1630v4 @ 3.7GHz 8GB DDR4 @ 2133MHz Intel i210/i218-LM Gigabit Xubuntu 17.10
Server Intel Xeon D-1541 @ 2.1GHz 8GB DDR4 @ 2133MHz Intel i350-AM2 Gigabit Ubuntu 16.04

LG Nexus 4 Qualcomm APQ8064 @ 1.5GHz 2GB LPDDR2 @ 533MHz USB Adapter Android 5.1.1

quests, and in another experiment, we installed a network driver which
uses clflush while interacting with the network card. To mount Netham-
mer, we used a Gigabit switch to connect two other machines with the
victim machine. The two other machines were used to flood the victim
machine with network packets triggering the Rowhammer bug. We used
the fourth system for our experiments on an ARM-based device that uses
uncached memory in the process of handling a network packet.

Evaluation of the Different Cache Bypasses for Nethammer. In Sec-
tion 4, we investigated the requirements to trigger the Rowhammer bug
over the network. In this section, we evaluate Nethammer for three cache-
bypass techniques (cf. Section 3): Intel Xeon CPUs with Intel CAT for
fast cache eviction, uncached memory on an ARM-based mobile device,
and a single clflush instruction in the code running when receiving a
packet.

The operating system will handle every network packet received by the
network card. The operating system parses the packets depending on
their type, validates their checksum and copies, and delivers every packet
to each registered socket queue. Thus, for each received packet, quite
some code is executed before the packet finally arrives at the application
destined to handle its content.

We tested Nethammer on Intel Xeon CPUs with Intel CAT. The number
of cache ways has been limited to a single one for code handling the
processing of UDP packets, resulting in fast cache eviction. If a function
is called multiple times for one packet, the same addresses are accessed
and loaded from DRAM with a high probability, thus, hammering this
location. To estimate how many different functions are called and how
often they are called, we use the perf framework to count the number
of function calls related to UDP packet handling. Section A shows the
results of a system handling UDP packets. Out of 27 different functions
we identified, most were called only once for each received packet. The
function __udp4_lib_lookup is called twice. In a more extensive scan, we
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found that nf_hook_slow is called 6 times while handling UDP packets
on some kernels.

With this knowledge, we analyzed how many bit flips can be induced
by this code execution. We observed 45 bit flips per hour on the Intel
Xeon E5-1630v4. As TRR is active on this system (see Section 6), fewer
bit flips occur in comparison to systems without TRR. In Section 6, we
evaluate the number of bit flips depending on the configured page policy.

In Section 4.2, we demonstrated that ARM-based devices are vulnerable
to one-location hammering in general. To investigate whether bit flips
can also be induced over the network, we connect the LG Nexus 4 using
an OTG USB ethernet adapter to a local network. Using a different
machine, we send as many network packets as possible to the mobile
phone. An application on the phone allocates memory and repeatedly
checks the allocated memory for occurred bit flips. However, we were not
able to observe any bit flips on the device within 12 hours of hammering.
As the device does not deploy technology like Intel CAT (Section 2), the
cache is not limited for certain applications and, thus, the eviction caused
by handling memory packets has a low probability. As network drivers
often use DMA memory and, thus, uncached memory, bit flips can be
induced by network packets. While we identified a remarkable number
of around 5500 uncacheable pages used by the system, we were not able
to induce any bit flips remotely. However, the USB ethernet adapter
allowed only a network capacity of less than 16Mbit s−1, which is clearly
too slow for a Nethammer attack. Nevertheless, we were successfully able
to induce bit flips using Nethammer on the Intel Xeon E5-1630v4, where
one uncached address is accessed for every received UDP packet. Non-
temporal instructions directly operate on the memory, thus, behaving
similar to uncached memory.

We implemented an unprivileged userspace server application which uses
clflush while handling network requests. We then also tested a network
driver implementation that uses clflush in the process of handling a
network packet. Both tests were performed on an Intel i7-6700K CPU.
While clflush is not very commonly used, our experiments provide valu-
able insights into the implications if it is used somewhere. We sent UDP
packets with up to 500Mbit s−1 and scanned memory regions where we
expected bit flips. The results for both cases were very similar. For the
driver variant, we observed a bit flip every 350ms showing that hammer-
ing over the network is feasible if at least two memory accesses are served
from main memory, due to flushing an address while handling a network
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Figure 7.4.: Number of bit flips depending on the CPU load with a closed-
page policy after 15 minutes.

packet. Thus, in this scenario, up to 10 000 bit flips per hour can be
induced.

Influence of Memory-Controller Page Policies on Rowhammer. In or-
der to evaluate the actual influence of the used memory-controller page
policy on Nethammer, i.e., how many bit flips can be induced depending
on the policy used, we mounted the Nethammer in different settings. The
experiment was conducted on our Intel Xeon D-1541 test system, as the
BIOS of its motherboard allowed to chose between different page policies:
Auto, Closed, Open, Adaptive. For each run, we configured the victim ma-
chine with one of the policies and Intel CAT, and, mounted a Nethammer
attack for at least 4 hours. To detect bit flips, we ran a program on the
victim machine that mapped a file into memory. The program then re-
peatedly scans the content of all allocated pages and reports bit flips if
the content has changed.

We detected 11 bit flips in 4 hours with the Closed policy, with the first
one after 90 minutes. We did not observe any bit flips with the Open
policy within the first 4 hours. However, when running the experiment
longer, we observed 46 bit flips within 10 hours. With the Adaptive policy,
we observed 10 bit flips in 4 hours, with the first one within the second
hour of the experiment. While this experiment was conducted without
any additional load on the system, we see in Figure 7.4 that additional
CPU utilization increases the number of bit flips drastically. Using the
Closed policy, we observed 27 bit flips with a load of 35% within 15
minutes.

These results do not immediately align with the assumption that a pol-
icy that preemptively closes rows is required to induce bit flips using
one-location hammering. However, depending on the addresses that are
accessed and the constant eviction through Intel CAT, it is possible that
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two addresses map to the same bank but different rows and, thus, bit flips
can be induced through single-sided hammering. In fact, the attacker can-
not know whether the hammering was actually one-location hammering
or single-sided hammering. However, as long as a bit flip occurs, the
attacker does not care how many addresses mapped to the same bank.
Finally, depending on the actual parameters used by a fixed-open-page
policy, a row can still be closed early enough to induce bit flips.

Bit Flips induced by Nethammer. As described in Section 5, a bit
flip can occur in user space or kernel space leading to different effects
depending on the memory it corrupts. In this section, we present bit flips
that we have observed in our experiments and their effects.

We observed Nethammer bit flips that caused the system not to boot
anymore. It stopped responding after the bootloader stage. We inspected
the kernel image and compared it to the original kernel image distributed
by the operating system. As the kernel image differed blockwise at many
locations, we assume that Nethammer caused a bit flip in a file-system
inode. The inode of a program that wanted to write data did not point
to the correct file but to the kernel image and, thus, corrupted the kernel
image.

Furthermore, we observed several bit flips immediately halting the entire
system with no further interaction possible. By debugging the operating
system over a serial connection, we detected bit flips in certain modules
such as the keyboard or network driver. In these cases, the system was
still running but did not respond to any user input or network packets
anymore. We also observed bit flips that were likely in the SGX EPC re-
gion, causing an immediate permanent locking of the memory controller.

We observed that bit flips crashed running processes and services or pre-
vented the execution of others as the bit flip triggered a segmentation
fault when functions of a library were executed. On one occasion, a bit
flip occurred either in the SSH daemon or the stored passwords of the
machine, preventing to log in on the system. The system was restored
to a stable state by rebooting the machine and thus reloading the entire
code.

We also validated that an attacker can increase chances of a bit flip in a
target page by increasing the memory usage. This was the most common
scenario, overlapping with our test setup to detect bit flips for our eval-
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uation. Unsurprisingly, these flips equally occur when filling the memory
with actual content that the attacker targets.

Target Row Refresh (TRR). Previous assumptions on the Rowhammer
bug lead to the conclusion that only bit flips in the victim row adjacent
to the hammering rows would occur. While the probability for bit flips
to occur in directly adjacent rows is much higher, Kim et al. [34] al-
ready showed rows further away (even a distance of 8 rows and more)
are affected as well. Still, the hardware vendors opted for implementing
defenses focusing on the directly adjacent rows.

With the Low Power Double Data Rate 4 (NethammerLPDDR4) stan-
dard, the NethammerLPDDR4 standard defines a reliability feature called
Target Row Refresh (TRR). The idea of TRR is to refresh adjacent rows
if the targeted row is accessed at a high frequency. More specifically, TRR
works with a maximum number of activations allowed during one refresh
cycle, the maximum active count. Thus, if a double-sided Rowhammer
attack (Section 2) is mounted, and two hammered rows are accessed more
than the defined maximum active count, the adjacent rows (in particular
the victim row of the attack) will be refreshed. As the potential victim
rows are refreshed, in theory, no bit flip will occur, and the attack is
mitigated. However, in practice, bit flips can be further away from the
hammered rows, and thus, TRR may be ineffective.

With the Ivy Bridge processor family, Intel introduced Pseudo Target
Row Refresh (pTRR) for Intel Xeon CPUs to mitigate the Rowhammer
bug [38]. On these systems, pTRR-compliant DIMMs must be used; oth-
erwise, the system will default into double refresh mode, where the time
interval in which a row is refreshed is halved [38]. However, Kim et al. [34]
showed that a reduced refresh period of 32ms is not sufficient enough to
impede bit flips in all cases. While pTRR is implemented in the memory
controller [37], DRAM module specifications allow automatically running
TRR in the background.

In our experiments, we were able to induce bit flips on a pTRR-supporting
DDR4 module using double-sided hammering on an Intel i7-6700K. The
bit flips occurred in directly adjacent rows and rows further away. We
observed that when using the same DDR4 DRAM on the Intel Xeon E5-
1630 v4 CPU, no bit flips occurred in the directly adjacent rows, but we
observed no statistically significant difference in the number of bit flips for
the rows further away. This indicates that TRR is active on the second



7. Discussion 217

machine but also that TRR does not prevent the occurrence of exploitable
bit flips in practice. Thus, we conclude that the TRR hardware defense is
insufficient in mitigating Rowhammer attacks. In March 2020, Frigo et al.
[15] analyzed TRR in more depth, confirming our findings that TRR does
not prevent Rowhammer in practice.

7. Discussion

To induce the Rowhammer bug, one needs to access memory in the main
memory repeatedly and, thus, needs to circumvent the cache. Therefore,
either native flush instructions [56], eviction [1, 18] uncached memory [54]
or non-temporal instructions [46] can be used to remove data from the
cache. In particular, for eviction-based Nethammer, the system must
use Intel CAT as described in Section 2 in a configuration that restricts
the number of ways available to a virtual machine in a cloud scenario to
guarantee performance to other co-located machines [24]. Furthermore,
the DRAM has to be susceptible to Rowhammer. We discovered in a
brief market survey that many cloud providers offer hardware without
ECC RAM [22, 23, 28, 42], potentially allowing Nethammer attacks.

Nethammer sends as many network packets to the victim machine as pos-
sible, aiming to induce bit flips. Depending on the actual attack scenario
(cf. Section 5), additional traffic, e.g., by enumerating the public keys
of the service, is generated. If the victim uses network monitoring soft-
ware, the attack might be prevented due to the highly increased amount
of traffic. In our experiments, we sent a stream of UDP packets with
up to 500Mbit/s to the target system. We could induce a bit flip every
350ms. Thus, if the first random bit flip already hits the target or causes
a denial-of-service, the attack could already be successful. As the rows are
periodically refreshed, an attacker only needs a burst of memory accesses
to a row between two refreshes, i.e., within a period of 64ms. Hence, an
attacker could mount Nethammer for a few hundred milliseconds and then
pause the attack for a longer time to prevent detection. While ethernet
adapters in mobile phones are uncommon, many ARM-based embedded
devices in IoT setups have gigabit ethernet.

The maximum throughput of these network cards we measured was too
low on many of these devices, e.g., the Raspberry Pi 3 Model B+ [13],
and WiFi chips typically offer too little capacity. However, on more recent
modems, e.g., the Qualcomm X20 Gigabit LTE modem, throughputs up
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to 1.2Gbit/s are possible in practice. This would enable sending enough
packets to hammer specific addresses and potentially induce bit flips on
the device.

8. Conclusion
In this paper, we presented Nethammer, a remote Rowhammer attack,
with no attacker-controlled line of code on the target system. We demon-
strate attacks on commodity consumer-grade systems, leading to tempo-
rary or persistent damage to the system. In some cases, the system was
rendered unbootable after the attack. Our method to automatically iden-
tify the page policy used by the memory controller allowed us to show
that adaptive page policies are also vulnerable to one-location hammer-
ing. We demonstrated the first one-location hammering attack on an
ARM device, indicating their future exposure to Nethammer. Finally, we
demonstrated that target-row-refresh (TRR) on DDR4 memory has no
aggravating effect on local or remote Rowhammer attacks.
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Appendix
A. Kernel Accesses for Network Packets
Table 7.2 shows the results of the funccount script of the perf framework
for functions with udp in their name while the targeted system is flooded
with UDP packets.

https://lwn.net/Articles/480055/
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Table 7.2.: Results of funccount on the victim machine for functions with
udp in their name while the system is flooded with UDP pack-
ets.

Function Number of calls

__udp4_lib_lookup 2 000 024
__udp4_lib_rcv 1 000 012
udp4_gro_receive 1 000 012
udp4_lib_lookup_skb 1 000 012
udp_error 1 000 012
udp_get_timeouts 1 000 013
udp_gro_receive 1 000 013
udp_packet 1 000 012
udp_pkt_to_tuple 1 000 012
udp_rcv 1 000 012
udp_v4_early_demux 1 000 012
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Abstract

Keystrokes trigger interrupts which can be detected through software
side channels to reconstruct keystroke timings. Keystroke timing attacks
use these side channels to infer typed words, passphrases, or create user
fingerprints. While keystroke timing attacks are considered harmful, they
typically require native code execution to exploit the side channels and,
thus, may not be practical in many scenarios.

In this paper, we present the first generic keystroke timing attack in sand-
boxed JavaScript, targeting arbitrary other tabs, processes and programs.
This violates same-origin policy, HTTPS security model, and process iso-
lation. Our attack is based on the interrupt-timing side channel which
has previously only been exploited using native code. In contrast to pre-
vious attacks, we do not require the victim to run a malicious binary
or interact with the malicious website. Instead, our attack runs in a
background tab, possibly in a minimized browser window, displaying a
malicious online advertisement. We show that we can observe the exact
inter-keystroke timings for a user’s PIN or password, infer URLs entered
by the user, and distinguish different users time-sharing a computer. Our
attack works on personal computers, laptops and smartphones, with dif-
ferent operating systems and browsers. As a solution against all known
JavaScript timing attacks, we propose a fine-grained permission model.

1. Introduction

Keystroke timing attacks are side-channel attacks where an adversary
tries to determine the exact timestamps of user key presses. Keystroke
timings convey sensitive information that has been exploited in previous
work to recover words and sentences [39, 49]. More recently, microarchi-
tectural attacks have been demonstrated to obtain keystroke timings [15,
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25, 32, 36] in native code. In particular, the interrupt-timing side channel
leaks highly accurate keystroke timings if an adversary has access to a
cycle-accurate timing source [36].

JavaScript is the most widely used scripting language and supported by
virtually any browser today. It is commonly used to create interactive
website elements and enrich the user interface. However, it does not
provide access to native instructions, files, or system services. Still, the
ability to execute arbitrary code in the JavaScript sandbox inside a web-
site can also be exploited to perform attacks on website visitors, e.g.,
timing attacks [12].

JavaScript-based timing attacks were first presented by Felten et al. [12],
showing that access times to website elements are lower if a website has
recently been visited. Besides attacks on the browser history [12, 21, 46],
there have also been more fine-grained attacks recovering information on
the user or other websites visited by the user [8, 16, 22, 40, 41]. Vila and
Köpf [43] showed that shared event loops in Google Chrome leak timing
information on other browser tabs that share worker processes responsible
for rendering or I/O.

Previous work has shown that timing side channels which are introduced
on the hardware level or the operating system level, can be exploited from
JavaScript. Gruss et al. [14] demonstrated page deduplication attacks,
Oren et al. [30] demonstrated cache attacks to infer mouse movements
and network activity, and Booth [6] fingerprinted websites based on CPU
utilization. Gras et al. [13] showed that accurate timing information in
JavaScript can be exploited to defeat address-space layout randomization.
Schwarz et al. [37] presented a DRAM timing covert channel in JavaScript.

In this paper, we present the first generic keystroke timing attack in
sandboxed JavaScript. Our attack is based on the interrupt-timing side
channel which has previously only been exploited using native code. We
show that this side channel can be exploited from JavaScript without
access to native instructions. Based on instruction throughput variations
within equally-sized time windows, we can detect hardware interrupts,
such as keyboard inputs. In contrast to previous side-channel attacks in
JavaScript, our channel provides a more accurate signal for keystrokes,
allowing us to observe exact inter-keystroke timings. We demonstrate
how this information can be used to infer URLs entered by the user, and
distinguish different users time-sharing a computer.

Our attack is generic and can be applied to any system which uses in-
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terrupts for user input. We show that our attack code works both on
personal computers and laptops, as well as modern smartphones. An
adversary can target other browser tabs and browser processes, as well
as arbitrary other programs, circumventing same-origin policy, HTTPS
security model, and both operating system and browser-level process iso-
lation. With a low impact on the overall system and browser performance,
and a code footprint of less than 256 bytes of code, the attack can easily
be hidden in modern JavaScript frameworks and malicious online adver-
tisements. Our attack code utilizes new JavaScript features to run in the
background, in a background tab, or on a locked phone. Hence, we can
spy on the PIN entry used to unlock the phone.

To verify our results, we implemented our attack also in Java without ac-
cess to native instructions and only low-accuracy timers. We demonstrate
that the same timing measurements as in JavaScript can be observed
in our Java implementation with a lower noise level. Furthermore, we
demonstrate that in a cross-browser covert channel two websites can com-
municate through network interrupts. These observations clearly show
that the source of the throughput differences is caused by the hardware
and not specific software implementations.

Our attack works in two phases, an online phase running in JavaScript,
and an offline phase running on the adversary’s machine. In the offline
phase, we employ machine learning techniques to build accurate classifiers
trained on keystroke traces gathered in the online phase. These classi-
fiers enable an adversary to infer which website a victim opens and to
fingerprint different users time-sharing the same physical machine (e.g.,
a family sharing a computer).

Our results show that side-channel attacks are a fundamental problem
that is not restricted to local adversaries. We propose a fine-grained per-
mission model as a solution against all known JavaScript timing attacks.
The browser restricts access to specific features and prompts the user to
grant permissions per domain.

Our key contributions are:

• We show the first generic keystroke timing attack in JavaScript,
embedded in a website, targeting arbitrary other tabs, processes
and programs.

• We demonstrate our attack on personal computers, laptops and
smartphones, with different browsers and operating systems.
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• We demonstrate that our attack can obtain the exact inter-keystroke
timings for a user’s PIN or password, infer URLs entered by the
user, and distinguish different users time-sharing a computer based
on their input.

Outline. The remaining paper is organized as follows. In Section 2, we
provide background. We describe our attack in Section 3. In Section 4, we
present the performance of our attack on personal computers and smart-
phones. We discuss countermeasures in Section 5. Finally, we conclude
in Section 6.

2. Background

2.1. Keystroke Timing Attacks

Keystroke timing attacks acquire accurate timestamps of keystrokes for
input sequences. These keystroke timestamps depend on several factors
such as bigrams, syllables, words, keyboard layout, and typing experi-
ence [33]. An adversary can exploit these timing characteristics to learn
information about the user or the user input. Existing attacks use ma-
chine learning to infer typed sentences or recover passphrases [38, 39, 49].
Idrus et al. [19] showed that key press and key release events can be used
to fingerprint users.

The Linux operating system exposes information that allows compiling
accurate traces of keystroke timings [39, 49]. Zhang et al. [49] demon-
strated that instruction and stack pointer, interrupt statistics, and net-
work packet statistics can be used as side channels for keystroke tim-
ings. While Song et al. [39] demonstrated that SSH leaks inter-keystroke
timings in interactive mode, Hogye et al. [17] showed that network la-
tency in networks with significant traffic conceals these inter-keystroke
timings in practice. Kamran et al. [3] showed that it is possible to de-
tect keystrokes and classify the typed keys using Wi-Fi Signals. Jana
and Shmatikov [20] showed that CPU usage is a much more reliable side
channel for keystroke timings than the instruction pointer, or the stack
pointer. Diao et al. [11] demonstrated high-precision keystroke timing
attacks based on /proc/interrupts. Mehrnezhad et al. [27] used the
JavaScript sensor API to detect touch, hold, scroll, and zoom actions on
mobile devices using built-in sensors such as accelerometer and gyroscope.
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Algorithm 1: Online phase of an interrupt-timing attack
input : threshold
now ← get_timestamp();
while true do

last ← now ;
now ← get_timestamp();
if now − last > threshold then

report(now , diff );
end

end
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Figure 8.1.: Native interrupt-timing attack: The difference between con-
secutive timestamps is measured while a sentence is typed.
Every keystroke leads to a significant deviation as the mea-
suring program is interrupted by the keyboard.

Cache attacks have also been used to obtain keystroke timings. In a
cache attack, the adversary observes effects of the victim’s operation on
the cache and can then deduce what operations the victim performed.
Ristenpart et al. [34] demonstrated a keystroke timing attack using a
Prime+Probe cache attack. Gruss et al. [15] demonstrated that Flush+Reload
cache attacks can be used for keystroke timing attacks.Similarly, Pessl et al.
[32] showed a keystroke timing attack on the Firefox address bar using
the DRAM as a side channel.

Recently, it was shown that keystroke interrupt timings can be obtained in
a timing attack which continuously measures differences between consec-
utive rdtsc calls [36]. However, this is not possible if the adversary only
controls a website that is visited by the victim. Sandboxed JavaScript
running on a website cannot utilize any native instructions such as rdtsc.
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2.2. Interrupt-timing Attacks

Interrupt-timing attacks have recently been demonstrated in native code
to recover keystroke timings [36]. The basic idea of interrupt-timing at-
tacks is to continuously acquire a high-resolution timestamp and to mon-
itor differences between subsequent timestamps, i.e., how much time has
passed since the last measurement, as outlined in Algorithm 1. Signif-
icant differences occur whenever the measuring process is interrupted.
The more time the operating system consumes to handle the interrupt,
the higher the measured differences are. Especially interrupts triggered
by I/O devices—such as keyboards—lead to clearly visible peaks in the
measured trace. Figure 8.1 shows a trace from a native attack implemen-
tation while a user typed in a sentence. The exact timestamp where the
user pressed a key is clearly visible and can be distinguished from other
events. However, the trace does not only contain keyboard interrupts
and, thus, allows spying on user input but also on every other event that
causes one or more interrupts, e.g., network traffic or redraw events. An
adversary can filter relevant peaks by means of post-processing algorithms
to monitor entered keystrokes.

2.3. Timing Attacks in Sandboxed JavaScript

JavaScript has evolved to be the most widely supported scripting lan-
guage, notably because it is supported by virtually every modern browser.
With highly-optimized just-in-time compilation, modern JavaScript en-
gines deliver a performance that can compete with native code implemen-
tations. The timestamp counter provides a cycle-accurate timestamp to
user programs in native code, but it is not accessible from JavaScript. In-
stead, JavaScript provides the High Resolution Time API [44] (performance.now)
for sub-millisecond timestamps.

Based on this timing interface, various attacks have been demonstrated.
Van Goethem et al. [41] were able to extract private data from users
by measuring the differences in the execution time from cross-origin re-
sources. Stone [40] showed that the optimization in SVG filters intro-
duced timing side channels. He showed that this side channel can be
used to extract pixel information from iframes. Booth [6] fingerprinted
websites based on CPU utilization—interfering with the execution time
of a benchmark function—when loading and rendering the page.

Gruss et al. [14] showed that page deduplication timing attacks can be
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performed in JavaScript to determine which websites the user has cur-
rently opened. Oren et al. [30] showed that it is possible to mount cache
attacks in JavaScript. They demonstrated how to perform Prime+Probe
attacks in the browser to build cache covert channels but also to spy
on the user’s mouse movements and network activity through the cache.
This attack caused all major browsers to decrease the resolution of the
performance.now method [1, 7, 10]. The W3C standard now recom-
mends a resolution of 5µs while the Tor project reduced the resolution in
the Tor browser to a more conservative value of 100ms [28]. Gras et al.
[13] showed that accurate timing information in JavaScript can be ex-
ploited to defeat address-space layout randomization. Vila and Köpf [43]
showed that shared event loops in Google Chrome leak timing information
about other browser tabs sharing worker processes for rendering and I/O
operations. They exploit this side channel to identify web pages, to build
a covert communication channel, and to infer inter-keystroke timings.

Recently, several works investigated timing primitives in JavaScript that
allow recovering highly accurate timestamps [13, 24, 37]. We use these
timing primitives to build highly accurate keystroke timing attacks in
sandboxed JavaScript.

3. Sandboxed Keystroke Timing Attacks without
High-resolution Timers

Our attack follows the same idea as interrupt-timing attacks in native
code [36]. It consists of an online phase where timing traces are acquired
on a victim machine and an offline phase for post-processing and evalua-
tion.

Online phase. In the online phase of our attack, we run an interrupt-
timing attack in sandboxed JavaScript. Interrupt-timing attacks have
only minimal requirements, most importantly access to the x86 rdtsc in-
struction [36]. Consequently, keystroke interrupt-timing attacks have only
been demonstrated in native code. We face several challenges to perform
keystroke interrupt-timing attacks from remote websites, as JavaScript
can neither execute this instruction nor run endless loops on websites.

There is no high-resolution timestamp available in JavaScript, as the res-
olution of performance.now is limited to 5µs to mitigate side-channel
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attacks [44]. Therefore, we implement a counter to simulate a monotonic
clock by constantly incrementing a value [13, 24, 37, 47]. The number
of increments, i.e., the instruction throughput, is proportional to the
time the counter function is scheduled. Thus, any interrupt reduces the
instruction throughput and, therefore, leads to a lower number of incre-
ments within a fixed time frame. Consequently, we can read the counter
value at fixed time intervals and deduce from the number of increments
since the last interval whether the counter function was interrupted.

As JavaScript is based on a single-threaded event loop, browsers usually
do not allow websites to use endless loops and inform the user when
detecting such a construct. The usual solution is to either use setTimeout
or setInterval to constantly trigger execution of the loop body after a
specified number of milliseconds have passed. However, these functions
enforce a minimum pause of 4ms before scheduling the same code again,
yielding a resolution that is significantly lower than the resolution of
performance.now.

To work around this limitation, we introduce a new variant of previously
published timing primitives [13, 24, 37] called cooperative endless-loop
slicing. The idea is to slice the endless loop into smaller finite loops where
every loop slice has an execution time of approximately 4ms. Before
running this loop, we schedule the next loop slice using setTimeout with
a timeout of 4ms. Thus, in the optimal case, the next slice of the endless
loop is executed immediately after the current slice, giving the impression
of an actual endless loop. However, as higher priority events, such as
user inputs, can still be processed between the loop slices, the browser
is responsive and will not stop the endless loop. Algorithm 2 illustrates
how we use this construct to continuously schedule our counter to obtain
continuous timing traces.

The instruction throughput per loop slice, i.e., the counter increments,
varies depending on how often and how long the thread was interrupted
during this loop slice. Within one loop slice, we achieve on average 72 764
increments of the counter, resulting in a resolution of approximately 69 ns
(σ =3ns, n = 4000) on an Intel i5-6200U. This resolution is three orders
of magnitude higher than the result of Vila and Köpf [43] who achieved
a resolution of only 25µs to 100µs. On ARM, we achieve on average
5038 increments on the Google Nexus 5 and 17 454 increments on the
OnePlus 3T, yielding a resolution of 994 ns (σ =55ns, n = 4000) and
287 ns (σ =4ns, n = 4000) respectively.
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Algorithm 2: Interrupt-timing attack implemented in JavaScript
Function measure_time(id):

setTimeout(measure_time, 0, id+ 1);
counter ← 0;
begin ← window.performance.now();
while (window.performance.now() - begin) < 5 do

counter ← counter + 1;
end
publish(id, counter);
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Figure 8.2.: Interrupt-timing attack in JavaScript: The lower peaks indi-
cate that the measured script has been interrupted, allowing
to infer single keystrokes.

A further limitation of JavaScript is that once the user switches the tab
or minimizes the browser, the default minimum timeout value of 4ms is
reduced to 1000ms. Increasing the loop slices to 1000ms is not practical
since it would make the browser unresponsive again. In order to circum-
vent this issue, we utilize the Web Worker API which explicitly allows
JavaScript code to be executed in the background [45]. We discovered
that the minimum timeout is not reduced for web workers and we can
still measure interrupt timings with a high frequency. This allows us to
monitor keystrokes when the victim is visiting a different page or even a
different application.

Figure 8.2 shows a measured trace while a user typed the URL yahoo.com
into the browser bar. If no interrupt occurs, the counter variable has been
incremented for the full time window of 4ms, defining the baseline. If an
interrupt disrupts the measuring JavaScript, the counter variable is not
incremented as often in the same time window, yielding to downward-
facing peaks. Thus, the typed letters leave clear marks in the measured
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trace, which allows inferring single keystrokes.

Offline phase. In the offline phase of the attack, the measurements gath-
ered from the online phase are processed and analyzed. Over time, an
adversary can gather thousands of traces in order to learn about the in-
dividual typing behavior of the victim or to derive an entered passphrase
or PIN code. Depending on the goal of the adversary, different methods
to evaluate the gathered data can be applied. In order to detect single
keystrokes in a measured trace, we filter the measured trace in order to
reduce noise and to deduce threshold values for keystrokes by manually
inspecting one recorded trace of the target device. Using this threshold,
we can further reduce the number of points in recorded traces to a min-
imum and, thus, increase the performance of further computations. We
build a classifier by calculating the correlation between our training set
and the queried trace. In order to classify entered words, we need to take
into account that the points in time where a character has been entered
can vary in time in our trace. Therefore, we use k-nearest neighbors
(k-NN) classification [4] and calculate the correlation of the trace with
every other trace in the training set using different alignments. We chose
the alignment that yields the highest correlation and decide on the class
giving the best match. While more computational expensive methods
working with time series [5, 35] to build classifiers exist [9, 23, 48], we
show that the features of the recorded measurements are strong enough
such that also simpler techniques allow to build an efficient and accurate
classifier.

4. Practical Attacks and Evaluation

In this section, we demonstrate the significant attack potential of our
JavaScript interrupt-timing attack. Our attack does not depend on any
specific browser or operating system and can therefore be performed on
personal computers, laptops and smartphones. We show that it is possible
to infer which website a user has entered into the browser’s address bar
and to profile different users sharing the same computer. Furthermore,
we show that the attack can be utilized to obtain the exact timings of
every digit of the PIN that is used to unlock the phone while the attack
code is executed in the web browser running in the background.
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4.1. URL Classification
In our first experiment, we demonstrate that using our JavaScript keystroke
timing attack on a personal computer in combination with machine learn-
ing techniques, we can infer URLs that a user has entered into the address
bar of the browser. We train a classifier to successfully label measurement
traces of user input sequences for the URLs of the top 10 most visited
websites [2]. For this experiment we used an Intel i7-6700K CPU and
Firefox 52.0 running on Linux.

Every single trace consists of timestamps with a corresponding counter
value (cf. Section 3) and the corresponding URL. As there are small tim-
ing variations when the user starts typing the URL and whenever the
user pressed a key, the length of the trace as well as the position of the
features, i.e., the characteristics in the measured values describing a key
stroke, within the trace varies. Thus, we need to build our classifier in
a way that overcomes those difficulties. In a preparation step, we deter-
mine the maximum trace length as well as the timestamp resolution. The
resolution can be obtained from the greatest common divisor of all mea-
sured timestamps of all samples. Finally, we create a linear interpolation
of every sample based on the actual resolution.

The classifier assigns a class label to an unlabeled trace where each class
corresponds to one URL that we train our classifier with. In order to
classify a new trace, we compute the correlation of the new trace with a
fixed number of randomly chosen samples for every class. As the times-
tamps where the user started entering the URL vary, we need to compute
the correlation of two traces for different alignments. Thus, we shift one
trace within a fixed time window back and forth in order to find an align-
ment where the correlation reaches its maximum. The average of the five
highest correlations for each class decides which class the trace belongs
to, i.e., we choose the highest average correlation.

We evaluate our classifier by using k-fold cross-validation. We first ran-
domly draw 20 samples as training set from our collected 100 measure-
ments from every class. We then test the classifier on a randomly drawn
set of the remaining 800 samples (80 per class), the test set. We cross-
validate our classifier by performing this evaluation multiple times with
randomly selected training sets.

Figure 8.3 shows the confusion matrix. Every cell shows the probability
that the classifier labels a sample of a class specified by the row into a
certain class specified by the column. We can clearly see that for every
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Figure 8.3.: Confusion matrix for URL input. The user input can be
correctly predicted with a probability of 67% in the worst
case and 96% in the best case. The probability of random
guessing is 10%.

domain the classifier proposes the correct class with a higher probability
than an incorrect one, and a significantly higher probability than random
guessing (10%). The identification rate of qq.com in comparison with
other domains is also very high as the domain contains only a small
number of characters to be typed. The overall identification rate of our
classifier is 81.75%.

4.2. User Classification

As a second experiment, we evaluate whether it is possible to distinguish
different users in order to determine who is actually sitting in front of the
personal computer. In order to do so, we have collected only 5 traces of
the input of the top 10 most visited websites [2] of 4 different persons to
train the classifier. The results with 2 training set and 3 test set traces
for each user are illustrated as a confusion matrix in Figure 8.4. While it
is much harder to determine the user responsible for the given trace, our
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Figure 8.4.: Confusion matrix for input by different users. The user can
be correctly predicted with a probability of 43% in the worst
case and 53% in the best case. The probability of random
guessing is 25%.

Table 8.1.: Mobile test devices.
Device SoC Keystrokes Screen lock
Google Nexus 5 Qualcomm MSM8974 Snapdragon 800 3 -
Xiaomi Redmi Note 3 Mediatek MT6795 Helio X10 3 3
Homtom HT3 MediaTek MTK6580 3 3
Samsung Galaxy S6 Samsung Exynos 7420 - 3
OnePlus One Qualcomm MSM8974AC Snapdragon 801 3 3
OnePlus 3T Qualcomm MSM8996 Snapdragon 821 - -

classifier is with an overall identification rate of 47.5% still better than
random guessing.

4.3. Touchscreen Interactions

In our third experiment we show that interrupt-timing attacks also work
on modern smartphones and on different web browsers. Although battery
saving techniques should make attacks harder, the attack can still be
applied if the measuring program is executed in a different tab or if the
browser app is running in background. Furthermore, we show that the
attack can be used to detect when the screen is locked and unlocked.

Mobile phones usually use a soft-keyboard that is displayed on the screen.
Every tap on the screen causes a redraw event that is clearly visible in the
measured trace, making it easier to detect when a user touches the screen.
While the redraw event is sufficient to monitor taps on the keyboard, we
want to be able to identify any tap on the device, whether it causes a
redraw event or not. Therefore, our test website implemented a custom



4. Practical Attacks and Evaluation 239

touch area imitating a PIN pad.This touch area does neither register any
events nor does it change its appearance. Thus, a touch onto this PIN
pad should not issue any event at all, eliminating all events from the trace
that are not caused by the touch interrupt itself. We provide the code for
this experiment online.1

To cross-check whether we actually observe hardware events and not some
browser-internal events, we implemented the same interrupt-detection al-
gorithm in a native Android app. To achieve comparable results for the
recorded traces, we reduced the timer resolution to 5µs in the same way
as Firefox and Chrome.

For our experiments, we used a Google Nexus 5 with a Qualcomm MSM8974
Snapdragon 800 SoC running Android 6.0.1 with Chrome 44.0.2403.133
and Firefox 54.0a1. Our second testing device is a Xiaomi Redmi Note 3
with a Mediatek MT6795 Helio X10 running Android 5.0.2 with Chrome
57.0.2987.132 and Firefox 52.0.2. In addition, we used all the device listed
in Table 8.1 to record traces using the JavaScript implementation for vi-
sual inspection. Table 8.1 also shows whether we could detect keystrokes
and screen locks without machine learning just by visual inspection.

Keystroke detection. Figure 8.5 shows the keystroke timing attack in
a native Android app on a Google Nexus 5 where a user tapped the
screen twice, before swiping once and tapping it again. The individual
interrupts, caused by tapping on the phone, can easily be identified by
the two following peaks representing the touch and release event. If the
user swipes over the screen, many interrupts are triggered, one for every
coordinate change. This results in many visible peaks and, thus, swipes
and taps can be distinguished.

Our JavaScript implementation of the keystroke timing attack runs suc-
cessfully in Chrome and allows distinguishing taps from swipes as illus-
trated in Figure 8.6. While in contrast to the native implementation,
the measurements in JavaScript contain much more noise, the exact tap
timings can easily be extracted and allow further, more sophisticated at-
tacks.

Figure 8.7 shows the same trace of two taps, one swipe and one additional
tap on the Xiaomi Redmi Note 3. Surprisingly, the peaks caused by the
interrupts face upwards instead of downwards as one might expect. We

1https://github.com/IAIK/interruptjs

https://github.com/IAIK/interruptjs
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Figure 8.5.: Keystroke timing attack running in a native app on the
Google Nexus 5.
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Figure 8.6.: Keystroke timing attack running in Chrome on the Google
Nexus 5.

observed that the Xiaomi Redmi Note 3 increases the CPU frequency
whenever the screen is touched. Consequently, although the interrupt
will consume some CPU time, the counter as described in Section 3 can
be incremented more often due to the significantly higher CPU frequency.
We have verified this behavior by running a benchmark suite on the Xi-
aomi Redmi Note 3. The benchmark suite has been up to 30% faster,
when swiping over the screen while the benchmark is executed. While
this feature may be useful to handle touch interrupts more efficiently and
to appear more responsive, it also opens a new side channel and allows
detecting tap and screen events easily. We also verify the same behavior
in our native Java implementation with higher peaks which allows de-
tecting tap and swipe events even more reliably. On the OnePlus 3T we
were not able to detect keystrokes at all. We suspect that this is due
to the big.LITTLE architecture, which moves the CPU-intensive browser
task to a high-performance ARM core, while the interrupts are handled
by smaller cores. Thus, the browser is not interrupted if a hardware
interrupt occurs.
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Figure 8.7.: Keystroke timing attack running in Chrome on the Xiaomi
Redmi Note 3. The peaks face upwards instead of downwards
as with other devices.

Spying on other applications and PIN unlock. While the attack of
Vila and Köpf [43] is limited to spy on tabs or pop-ups opened by the
adversary, our attack is not restricted and can be used to monitor any
other application running on the system. Indeed, the attack of Vila and
Köpf relies on the timing difference caused by the event loop of the render
process, thus only tabs or windows sharing the same rendering process
can be attacked. In contrast, our interrupt-timing attack is not restricted
to the browser and its child processes as it allows monitoring every other
event triggering interrupts on the target device. Moreover, our attack
also provides a much higher resolution, which allows detecting interrupts
triggered by user input more reliably.

Figure 8.8 shows a trace of a victim opening a website running the mea-
surement code in Chrome on the Xiaomi Redmi Note 3. In addition, the
victim opens a tab in incognito mode and taps the screen multiple times.
We can even detect these user interactions in different tabs as the attack
takes advantage of web workers which are not throttled when running in
the background. Thus, the incognito mode offers no protection against
our attack.

In the next scenario, we show that our attack is not restricted to pro-
cesses of the browser application but can be used to spy on every other
application as well. The victim visits the website running the measuring
application in the Firefox app on the Xiaomi Redmi Note 3 and continues
using the phone, switching to other tabs or applications, and later locks
the screen. After some time the victim turns on the screen again, where
the lock screen prompts the victim for the PIN code. Finally, the victim
enters the PIN code, unlocking the phone. Figure 8.9 shows a trace of this
scenario. We can clearly observe when the screen is turned off as the CPU
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Figure 8.8.: Keystroke timing attack running while switching to a differ-
ent tab in the Chrome browser on the Xiaomi Redmi Note 3.
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Figure 8.9.: Keystroke timing attack running in the Firefox browser on
the Xiaomi Redmi Note 3. While the user locked the screen,
the application still detects keystrokes as long as it is executed
on the last used tab. The application extracts the exact inter-
keystroke timings for the PIN input used to unlock the device.

frequency is lowered to save battery, as well as when the screen is turned
on again. Furthermore, we can extract the exact timestamps where the
victim entered the 4-digit PIN and the subsequent redraw event.

4.4. Covert Channel

In our fourth experiment, we implement a covert communication channel
based on our attack. This allows us to estimate the maximum number
of interrupts we can detect. We establish a unidirectional communica-
tion with one sender and one receiver. The receiver simply mounts the
interrupt-timing attack to sense any interrupts. The sender has to issue
interrupts to send a ‘1’-bit or idle to send a ‘0’-bit. There is no JavaScript
API which allows to explicitly issue interrupts, thus we require an API
that implicitly issues an interrupt.

We use XMLHttpRequests to fetch a network resource from an invalid
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URL. Every XMLHttpRequest which cannot be served from the cache will
create a network connection and therefore issue I/O interrupts. Even
if the URL cannot be resolved, either because there is no Internet con-
nection, or the URL is invalid, we are able to see the I/O interrupts.
Such a covert channel based on hardware interrupts circumvents several
protection mechanisms found in modern browsers.

Cross-tab channel. Using the covert channel across tabs breaks two se-
curity mechanisms. First, the same origin policy—which prevents any
communication between scripts from different domains—does not apply
anymore. Thus, scripts can communication across domain borders. Sec-
ond, due to the security model of browsers, there is no way a HTTPS
page is able to load HTTP content. For the covert channel, this security
model does not hold anymore.

Cross-browser channel. As the interrupt-timing is not limited to a pro-
cess, the covert channel circumvents policies such as proccess-per-site or
process-per-tab which prevent sites or tabs from sharing process resources.
The covert channel can even be used as a cross-browser communication
channel. We tested a transmission from Firefox to Chrome and achieved
the same transmission rate as in the cross-tab scenario. The communica-
tion channel can also be established with a browser instance running in
incognito mode.

In all scenarios, the receiver uses a constant sampling interval of 40ms per
bit, resulting in a raw transmission rate of 25 bps. Thus, we are also able
to spy on 25 interrupts per second in all those scenarios which is sufficient
to monitor keystrokes of even the fastest typists [33]. To reliably transmit
data over the covert channel, we can apply the techniques proposed by
Maurice et al. [26].

5. Countermeasures

5.1. A Fine-grained Permission Model for JavaScript

In order to impede and mitigate our interrupt-timing attack and other
similar side-channel attacks in JavaScript, we propose a more fine-grained
permission model for JavaScript running in web browsers. For instance,
the existing permission system of Firefox only allows managing the access



244 Chapter 8. Keystroke Timing Attacks

control to a limited number of APIs. However, as many websites do not
require functionality such as web workers. The user should be capable
to allow on a per-page level such features. If an online advertisement
running potential malicious code requests for permissions to uncommon
APIs, the fine-grained permission system prevents its further execution.

5.2. Generic Countermeasures
Myers [29] evaluated how various user-mode keylogging techniques in mal-
ware on Windows are implemented and suggested to generate random
keyboard activity by injecting phantom keystrokes that will be inter-
cepted by the malware. Furthermore, Ortolani [31] analyzed the statisti-
cal properties of noise necessary to impede the detection of real keystrokes
in a noisy channel. While both do not protect against the interrupt-timing
attack, Schwarz et al. [36] published a proof-of-concept countermeasure
that aims to protect against this type of attacks. The countermeasure
injects a large number of fake keystrokes that propagate through the ker-
nel driver up to the user space application. We have verified that the
countermeasure successfully injects fake keystrokes that cannot be distin-
guished from real interrupts by our implementation. Figure 8.10 shows a
trace measured on the Google Nexus 5 with the countermeasure enabled.
While this countermeasure appears to prevent this attack on personal
computers as well, it remains unclear whether it closes the side channel
on the Xiaomi Redmi Note 3 where the CPU gets overclocked for every
touchscreen input. As the implementation of the countermeasure only
supports the touchscreen of the Google Nexus 5 and the OnePlus 3T, we
could not evaluate it against our attack on the Xiaomi Redmi Note 3.
Therefore, we were unable to verify whether the fake keystrokes injected
by the countermeasure also trigger the CPU overclocking and, thus, if
the countermeasure protects against this attack on devices with such a
behavior.

Kohlbrenner and Shacham [24] implemented the fuzzy time concept [18,
42] in order to eliminate high-resolution timers. While this would prevent
our attack in its current implementation, we could use the experimental
SharedArrayBuffers as suggested by Schwarz et al. [37] and Gras et al.
[13] in order to obtain a resolution of up to 2 ns and, thus, to re-enable
our attack.
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Figure 8.10.: Measurement of the keystroke timing attack running in the
Chrome Browser on the Google Nexus 5. The red rectangles
show when the user tapped the screen. In the gray area,
we enabled the countermeasure [36], making it infeasible to
distinguish real keystrokes from fake keystrokes.

6. Conclusion

In this paper, we presented the first JavaScript-based keystroke timing
attack which is independent of the browser and the operating system.
Our attack is based on capturing interrupt timings and can be mounted
on desktop machines, laptops as well as on smartphones. Because of its
low code size of less than 256 bytes, it can be easily hidden within mod-
ern JavaScript frameworks or within an online advertisement, remaining
undetected by the victim. We demonstrated the potential of this attack
by inferring accurate timestamps of keystrokes as well as taps and swipes
on mobile devices. Based on these keystroke traces, we built classifiers
to detect which websites a user has visited and to identify different users
time-sharing a computer. Our attack is highly practical, as it works while
the browser is running in the background, allowing to spy on other tabs
and applications. As the attack is also executed when the phone is locked,
we demonstrated that we can monitor the PIN entry that is used to un-
lock the phone. Finally, as a solution against our attack and other similar
side-channel attacks in JavaScript, we proposed a fine-grained permission
model for browsers.
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Abstract
Power side-channel attacks exploit variations in power consumption to
extract secrets from a device, e.g., cryptographic keys. Prior attacks
typically required physical access to the target device and specialized
equipment such as probes and a high-resolution oscilloscope.

In this paper, we present PLATYPUS attacks, which are novel software-
based power side-channel attacks on Intel server, desktop, and laptop
CPUs. We exploit unprivileged access to the Intel Running Average Power
Limit (RAPL) interface that exposes values directly correlated with power
consumption, forming a low-resolution side channel.

We show that with sufficient statistical evaluation, we can observe varia-
tions in power consumption, which distinguish different instructions and
different Hamming weights of operands and memory loads. This enables
us to not only monitor the control flow of applications but also to infer
data and extract cryptographic keys. We demonstrate how an unprivi-
leged attacker can leak AES-NI keys from Intel SGX and the Linux kernel,
break kernel address-space layout randomization (KASLR), infer secret
instruction streams, and establish a timing-independent covert channel.
We also present a privileged attack on mbed TLS, utilizing precise ex-
ecution control to recover RSA keys from an SGX enclave. We discuss
countermeasures and show that mitigating these attacks in a privileged
context is not trivial.

1. Introduction
The concept of extracting data from a computer system by monitoring
side-channel information, such as its power consumption or electromag-
netic emissions, is known since World War II [1]. Power analysis at-
tacks were first presented in an academic context by Kocher et al. [49]
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for attacks on cryptographic implementations in smart cards. Subse-
quent research applied these attacks to different devices and algorithms,
particularly to supposedly side-channel-resistant encryption-scheme im-
plementations [23, 25]. However, until recently, power analysis attacks
had two limitations. First, they primarily targeted small embedded mi-
crocontrollers rather than more complex high-performance desktop and
server CPUs. Second, software-based attacks relying on the available in-
terfaces [55, 68, 87] were so far not successfully applied on x86 to leak
fine-grained information, e.g., cryptographic key bits.

Software-based power side-channel attacks have been demonstrated on
mobile devices for website [68] and app fingerprinting [87], UI infer-
ence [87], password length guessing [87], and geolocation estimation [87].
More recently, O’Flynn [63] recovered secrets processed in the secure
world on an ARM TrustZone-M platform using an onboard ADC, and
Mantel et al. [55] distinguished different RSA keys by measuring the
power consumption on Intel desktop machines. The experimental results
of Mantel et al. on RSA demonstrated that certain multiply operations of
the square-and-multiply implementation can be detected, but no full key
recovery was achieved. Similarly, Fusi [19] tried to recover RSA-16384
keys but concluded that the sampling rate of the interface is too low to
mount an attack.

In this work, we present PLATYPUS1 attacks which are novel software-
based power side-channel attacks on Intel servers, desktops, and laptops
by abusing unprivileged access to Intel’s RAPL interface. By observing
changes in power consumption with a resolution of up to 20 kHz, we show
that different executed instructions and features of their operands can be
distinguished. Furthermore, we observe that when a register is filled with
data from a cache line, the Hamming weight, i.e., the number of bits set to
one, of the loaded value measurably influences the power consumption.
We show how these power differences between different operands and
load values enable the inference of inputs and intermediate values used
for multiplications or masks in an encryption algorithm. We present the
building blocks to enable the creation of power traces at instruction-level
granularity and develop novel techniques for RAPL power analysis attacks
on enclaved and non-enclaved execution.

To demonstrate the applicability of these attacks, we successfully recover
AES-NI keys from an SGX enclave and the Linux kernel in 26 hours. In

1Power Leakage Attacks: Targeting Your Protected User Secrets
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a privileged attack context, we recover RSA private keys from mbed TLS
within 100 minutes by inferring the instructions executed inside SGX
from a power trace with instruction-level granularity. We derandomize
the kernel address space within 20 seconds by observing that accesses
to valid and invalid kernel addresses from user space expose a different
power consumption footprint. Furthermore, we demonstrate that RAPL
enables victims to be observed at sub-cache-line granularity and use this
to establish a timing-independent covert channel with a transmission rate
of 18.7 bit/s. While an unprivileged attack can be prevented by restrict-
ing access to the interface, mitigating privileged attacks is not trivial.
We discuss different countermeasures and mitigation strategies for the
presented attacks.

To summarize, we make the following contributions:

1. We improve software-based power side-channel attacks to distin-
guish instructions, operands, and data.

2. We show that the RAPL interface provides sufficient resolution for
practical attacks on Intel CPUs.

3. We demonstrate an attack on a cryptographic implementation run-
ning in Intel SGX, recovering RSA private keys from mbed TLS
within 100 minutes.

4. We show that an unprivileged attacker can use Correlation Power
Analysis to recover keys from an AES-NI implementation in an SGX
enclave and the Linux kernel within 26 hours (when minimal I/O
noise is present) to 277 hours (under real-world conditions).

5. We break kernel address space layout randomization (KASLR) from
user space within 20 seconds, observe intra-cache-line accesses, and
demonstrate a timing-independent covert channel.

Responsible Disclosure. We responsibly disclosed our findings to Intel
on November 16th, 2019. Intel acknowledged our findings and verified
our experiments. The issues are tracked under CVE-2020-8694 and CVE-
2020-8695 and were held under embargo until November 10th, 2020. We
responsibly disclosed our findings to AMD on June 6th, 2020, who tracked
this issue under CVE-2020-12912.
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Outline. Section 2 provides background. Section 3 analyzes the informa-
tion leakage induced by the Intel RAPL interface. Section 4 presents the
threat model, attack overview, and building blocks. Section 5 evaluates
these building blocks and constructs concrete attacks with them. Coun-
termeasures and related work are discussed in Section 6 and Section 7,
respectively. We conclude in Section 8.

2. Background
In this section, we provide background on power analysis, Intel RAPL,
and Intel SGX.

2.1. Power Analysis
Power analysis attacks are built upon the observation that the power
consumption of CMOS digital circuits is data-dependent by design. Each
bit flip requires one or more voltage transitions from 0 to high (or vice
versa). Different data values typically entail differing numbers of bit flips
and therefore produce distinct power traces. Equation (9.1) presents the
primary sources of power consumption, where α is the probability of a
voltage transition, C is the load capacitance, Vdd is the supply voltage,
F is the clock frequency, Isc is the short-circuit current (when NMOS
and PMOS transistors are active simultaneously) and Ileak is the leakage
current [13].

P = (Pswitching) + (Pshort−circuit + Pleakage)

= α · C · V 2
dd · F + Isc · Vdd + Ileak · Vdd

(9.1)

Crucially, Pswitching with its data-dependent α value is significantly larger
than the other terms. Therefore, any circuit not explicitly designed to be
resistant to power attacks has data-dependent power consumption. How-
ever, in a complex circuit, the differences can be so slight that they are
difficult to distinguish from a single trace, particularly if an attacker’s
sampling rate is limited. Therefore, it is necessary to use statistical tech-
niques such as Differential Power Analysis and Correlation Power Analysis
across multiple power traces.

Simple Power Analysis (SPA). In SPA attacks [49], secret-dependent
power consumption differences during an operation, e.g., a cryptographic



256 Chapter 9. PLATYPUS

signature computation, are directly analyzed from power traces to deter-
mine the underlying secret. For example, there may be a detectable spike
in power consumption when the key bit multiplied is 1 versus when it is
0 because the implementation executes a different instruction sequence
in each case. Using SPA, the secret can be extracted with only a small
number of traces. However, this is only possible if the secret has a sig-
nificant impact on the power consumption of the device, and the traces
are relatively noise-free. Noise can be averaged out by aligning the traces
and computing the mean of the collected traces.

Differential Power Analysis (DPA) and Correlation Power Analysis
(CPA). DPA attacks [49] are based on a statistical analysis of a large
number of traces with varying input data. Rather than analyzing indi-
vidual power traces along the time axis as in a typical SPA attack, DPA
analyzes how the power consumption at fixed moments in time is a func-
tion of the secret data being processed [54]. DPA is significantly more
powerful than SPA, as small secret-dependent biases can be detected even
in the presence of noise. In our measurement context for power attacks
against the CPU, this is relevant for the analysis of operand-dependent
power consumption, as these differences are much smaller than the power
differences between instructions and can be hidden by measurement error
and noise. However, using DPA, these differences can still be identified
and used to recover the underlying secret data. CPA [10] is an exten-
sion of DPA, which examines the correlation between variations in the
set of traces and a leakage model depending on the value of intermediate
values [48]. We further explain the inner workings of CPA in Section 5.2.

2.2. Intel RAPL

The Intel Running Average Power Limit (RAPL) mechanism was intro-
duced with the Sandy Bridge microarchitecture to ensure the CPU re-
mains within desired thermal and power constraints [26]. Since Haswell,
it has provided three distinct capabilities for controlling average power
over timescales of multiple seconds, ~10ms, and <10ms (PL1, PL2, and
PL3, respectively). These three control loops dynamically adjust the CPU
frequency to maximize performance while ensuring the running power av-
erage is within each of their (configurable) limits. By design, this modifies
the voltage and power consumption. To implement these control loops,
it is necessary to provide power-measurement feedback [26]. This can be
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done with an analog circuit, e.g., voltage regulator current monitoring, or
estimating the energy consumption in the core, as done in Sandy Bridge
and Ivy Bridge [26].

Intel defines four different domains for RAPL [39]: package (PKG), power
planes (PP0 and PP1), and DRAM. The package domain estimates en-
ergy consumption for the entire socket. PP0 contains the energy con-
sumption estimates of the cores while, on client systems, the PP1 domain
refers to a specific device’s power plane in the uncore. In this work, PP0
is subsequently referred to as the core domain. On Skylake, Intel has
introduced the PSys domain covering the entire SoC.

Intel CPUs also provide other functionality for dynamic frequency and
voltage scaling (DFVS). For example, they support configurable processor
performance states (P-states), as defined in the Advanced Configuration
and Power Interface (ACPI) specification [78]. Each state specifies a
frequency and voltage operating point [15]. When enabled, the Intel
Turbo Boost feature adjusts each core’s P-state automatically.

2.3. Intel SGX

Intel SGX (Software Guard Extensions) is an instruction set extension
that provides a mechanism for confidentially executing code on a system,
isolated from other software on the CPU [39]. The SGX threat model
assumes that even privileged software such as the operating system, ad-
ministrative users, and peripheral hardware may be compromised and
behave maliciously. An application using SGX is split into two distinct
parts, an untrusted part (which launches enclaves as needed to process
secrets) and a trusted part (within an enclave). Each enclave operates
within an encrypted and isolated memory region to protect application
secrets from hardware attackers. As neither the operating system nor any
other application is trusted under the SGX threat model, the processor
guarantees that the enclave’s memory cannot be accessed by anything but
the enclave itself. Additionally, encryption ensures that enclave memory
cannot be read directly from the DRAM module, as even peripheral hard-
ware may be malicious. Intel generally considers physical side-channel
attacks on SGX out of scope. Side channels [8, 73], race conditions [72,
85], and memory-safety violations [50] are not in the threat model, and
it is the developer’s responsibility to defend against these.
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Table 9.1.: RAPL register update intervals if accessed directly in the ker-
nel or via the powercap driver.

Register Measurement Unit Kernel Driver

MSR_PKG_ENERGY_STATUS µJ 1000µs 1000µs
MSR_DRAM_ENERGY_STATUS µJ 1000µs 1000µs
MSR_PP0_ENERGY_STATUS µJ 50µs 50 µs
MSR_PERF_STATUS (core voltage) V 150µs -

3. Intel RAPL Leakage Analysis
In this section, we analyze the power side-channel information leakage
from Intel RAPL data, considering both user-space and SGX-enclave
targets. We experimentally evaluate that we can distinguish and finger-
print both individual instructions (Section 3.3) and the influence of their
operand values (Section 3.4). Furthermore, we evaluate the influence of
concrete data values on energy consumption (Section 3.5) as well as the
influence of the cache status of a memory address in a load operation
(Section 3.6).

While energy-consumption interfaces also exist on non-Intel CPUs, we
focus on Intel’s RAPL implementation and briefly discuss other architec-
tures in Section 7.2.

Note that while we primarily refer to runtime energy consumption rather
than power consumption throughout this work, these are directly related,
as power = energy ÷ time.

3.1. RAPL Interface
RAPL provides an interface both for controlling the core frequency and
voltage and for monitoring the power consumption of the socket and mem-
ory domain (see Section 2.2). To date, Intel RAPL has typically been used
to model energy consumption on a system level [67] or in benchmarks [46].

We can read the RAPL register values to measure energy consumption,
i.e., the cumulative power consumption over a sampling period, in two
ways:

• Unprivileged Access: On Linux, the power capping framework powercap
provides unprivileged access to Intel RAPL by exposing the MSRs
through the sysfs interface. This allows an unprivileged attacker
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to directly read the value of the individual packages from a file
located in the /sys/devices/virtual/powercap tree.

• Privileged Access: A privileged attacker targeting Intel SGX can
load a kernel module to read the RAPL MSRs.

While measuring the update intervals of the values provided by both the
Linux RAPL user-space driver and by accessing the MSRs directly, we
observed that several values update faster than the documented RAPL
update rate of 1ms. We observe that the MSR_PP0_ENERGY_STATUS (core
energy consumption) and MSR_PERF_STATUS (core voltage) values update
substantially faster, at 50µs and 150µs intervals, respectively. The results
of this evaluation are shown in Table 9.1. These rates were consistent
across the different tested microarchitectures.

3.2. Experimental Setup

Throughout this work, we tested on Intel mobile, desktop, and server
CPUs. Table 9.2 provides details of each Intel CPU used in our experi-
ments. In the mobile setting, we tested on a Lenovo Thinkpad T480s and
T495s, both using Core i7-8650U CPUs, on a Lenovo Thinkpad T460s
with a Core i7-6600U and an Intel NUC7I3BNH using a Core i3-7100U.
For the desktop setting, we evaluated a system using a Core i5-3230M,
a Core i7-6700K, and a Core i9-9900K. Finally, for the cloud server set-
ting, we evaluated 3 systems, with Xeon E3-1240 v5, Xeon E3-1275 v5,
and Xeon Silver 4214 CPUs. All tested devices run Ubuntu Linux, with
versions from Ubuntu 16.04 to Ubuntu 20.04, and kernels 4.15.0 to 5.4.0.
Different Ubuntu versions and kernels did not appear to influence the re-
sults, and we would only expect this to occur if there were a substantial
update to the behavior of the powercap driver.

Unless stated otherwise, all systems were using the default system config-
uration, and all mobile systems were connected to an AC power source.
For example, we did not fix the CPU frequency or disable Intel Turbo
Boost.

3.3. Distinguishing Instructions

With our first experiment, we demonstrate that Intel’s RAPL interface
enables distinguishing different instructions via their energy consump-
tion. To measure the energy consumption of an instruction, we record
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Table 9.2.: CPU type, model, and microarchitecture for each device under
test, and whether it leaks data of operands, type of instruc-
tions, and the target of memory loads.

Type CPU Microarchitecture Leakage
Data Instr. Target

Mobile Core i7-6600U Skylake 3 3 3

Mobile Core i3-7100U Kaby Lake 3 3 3

Mobile Core i7-8650U Kaby Lake-R 3 3 3

Desktop Core i5-3230M Ivy Bridge 7 3 3

Desktop Core i7-6700K Skylake-S 3 3 3

Desktop Core i9-9990K Coffee Lake-R 3 3 3

Server Xeon E3-1240 v5 Skylake 3 3 3

Server Xeon E3-1275 v5 Skylake 3 3 3

Server Xeon Silver 4214 Cascade Lake 3 3 3
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Figure 9.1.: A histogram of the power consumption of various instructions
on the i7-6700K (desktop) system.

its energy consumption over 10 000 consecutive executions and take the
median value to eliminate system-level noise, e.g., erroneous high values
caused by interrupt handling or the process being descheduled. We ob-
serve the energy consumption across the entire CPU package to ensure
that non-core activity, e.g., DRAM access, is included.

Table 9.3 lists the measured energy consumption of different instructions
on our i7-6700K (desktop), Xeon Silver 4214 (server), and i7-8650U (mo-
bile) systems. We can clearly observe inter-instruction differences in en-
ergy consumption. This enables an attacker to identify which instructions
are executed, provided they can profile the energy consumption of the
victim microarchitecture. For instance, the rdtsc instruction consumes
0.1189 nJ on the i7-6700K, versus 0.1864 nJ on the Xeon Silver 4214 and
0.0848 nJ on the i7-8650U. As illustrated in Figure 9.1, this clearly dis-
tinguishes it from rdrand and clflush, which have much lower average
energy consumption. However, as some instructions have similar energy
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Table 9.3.: Average observed energy consumption (package domain) of
different instructions on our i7-6700K (desktop), Xeon Silver
4214 (server), and i7-8650U (mobile) systems.
Instruction Xeon Silver 4214 i7-6700K i7-8650U

nop 0.1795 nJ 0.1189 nJ 0.0843 nJ
inc r64 0.1795 nJ 0.1208 nJ 0.0858 nJ
xor r64, r64 0.1795 nJ 0.1209 nJ 0.0849 nJ
mov r64, mem 0.1868 nJ 0.1247 nJ 0.0840 nJ
imul r64, r64 0.1798 nJ 0.1169 nJ 0.0887 nJ
fscale 0.1867 nJ 0.1182 nJ 0.0877 nJ
rdrand r64 0.1797 nJ 0.1129 nJ 0.0982 nJ
rdtsc 0.1864 nJ 0.1189 nJ 0.0848 nJ
clflush mem 0.1865 nJ 0.1129 nJ 0.1018 nJ
aesenc xmm, xmm 0.1794 nJ 0.1188 nJ 0.0946 nJ
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Figure 9.2.: A histogram of the power consumption of various instructions
inside an SGX enclave on our i7-8650U (mobile).

consumption, this method may identify multiple instruction candidates.
For example, on the Xeon Silver 4214, nop, inc, and xor are indistin-
guishable at this measurement granularity. While the table only shows
the values for when the mobile system (i7-8650U) is connected to an AC
power source, we also observed these differences when running on bat-
tery power. As not every instruction sequence has the same probability,
it may be possible to recover individual instructions using heuristics for
typical instruction sequences or by leveraging existing research regarding
distinguishing x86 code sequences from data bytes [84].

These results align with those of prior work, in which the different energy
consumption of instructions was identified using either Intel RAPL [19,
30, 35, 58] or dedicated hardware [6, 74, 77, 82].

Differing power consumption can also be observed for instructions exe-
cuted inside SGX enclaves, as shown in Figure 9.2. The enclave’s isolation
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Figure 9.3.: Measured energy consumption of the imul instruction with
one operand fixed to 8 and the other varying in its Hamming
weight.
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Figure 9.4.: Measured energy consumption of the shr instruction with a
register set to different Hamming weights.

is no protection here: just like with execution outside the enclave, instruc-
tions can be clearly distinguished. Interestingly, energy consumption for
the clflush instruction is higher inside an SGX enclave, which we at-
tribute to the transparent memory encryption. With other instructions,
we do not observe such a difference.

3.4. Distinguishing Operands

In addition to the energy-consumption differences of instructions, the en-
ergy consumption of some instructions further depends on their operand
value. Intuitively, e.g., integer multiplication should use more energy if
more operand bits are set. We measure the imul instruction with differ-
ent operand values in user space on our Xeon E3-1240 v5 system with a
fixed core frequency. For the 64-bit operand, we used Hamming weights
of 0, 16 (a quarter of the bits), 32 (half of the bits), 48 (three-quarters of
all the bits), and 64 (all of the bits). The second operand remains fixed
to the value 8. In Figure 9.3, it can be seen that the power consumption
differs based on the Hamming weight. While we cannot deduce the exact
value of the operand, it reduces the range of potential values, and it can
be used in CPA attacks (cf. Section 5.2).
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Figure 9.5.: Energy consumption of the movb instruction for all byte val-
ues, ordered by Hamming Weight (HW) and value. The circle
marks values where the most-significant bit is set.

The distinction is not limited to the imul instruction. Figure 9.4, for
example, shows the differences in power consumption for shr on our i7-
8650U system with a clear difference in power consumption depending on
the Hamming weight of the shifted register. We reproduced these results
on an i7-6600U, i7-6700K, and i9-9900K and Xeon 4214 CPU. For the
vpand instruction, the distributions of the energy consumption differ if
one of the operands is zero or not. Ivy Bridge and Sandy Bridge estimate
the power consumption [26] and do not rely on hardware probes. Thus,
we cannot distinguish operands and data, as we verified on an i5-3230M
(cf. Table 9.2).

3.5. Distinguishing Data

We showed that it is possible to fingerprint different instructions and
the Hamming weight of their operands. In the third experiment, we
evaluate the influence of data values loaded from the cache on the energy
consumption. We set up a cache line with alternating 1 and 0 bits to
achieve an even Hamming weight. We then set the value of the first byte
in the cache line and measure the energy consumption of a memory load of
that specific byte, using the movb instruction for all 256 value possibilities.
To prevent a possible measurement side-effect introduced by the order of
the different values measured, we set the value in a pseudo-random order.

We performed the experiment on our Intel Xeon E3-1240 v5 (server) sys-
tem, collecting measurements for all possible byte values for 627 hours.
While the obtained measurements show a trend of increasing energy con-
sumption with increasing value, a power model was not observable. When
sorting the values based on their Hamming weight and value, as illustrated
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Figure 9.6.: Using RAPL to distinguish whether the target of a memory
load is cached (cache hit) or not (DRAM access).

in Figure 9.5, the increasing power consumption is clearly visible. How-
ever, one can measure a different power consumption within values of the
same Hamming weight (separated in the plot by the white background or
gray pattern). These spikes correlate to exactly those values where the
most-significant bit is set (data points with circle marks).

To verify the results on other microarchitectures, we performed a reduced
experiment with fewer different Hamming Weights (Section 3.4). On the
i7-6600U (mobile) system set to a fixed frequency, we observed a similar
increasing energy consumption with the Hamming Weight of the byte
being read after measuring for 5 minutes.

While we cannot deduce the exact data value that is loaded, one can
clearly infer information about the Hamming weight and whether the
most-significant bit is set by measuring its energy consumption. Similarly
to the varying power consumption we observed with instruction operands.
This allows us to constrain the range of potential values.

3.6. Distinguishing Load Targets
To get an even finer granularity when distinguishing instructions, we
demonstrate further that it is possible to distinguish the cache status
of a load destination. When a memory load accesses data that is already
cached, DRAM consumes significantly less energy than when a data ac-
cess misses the cache and must be first fetched from the main memory.

We evaluated this experiment on several CPUs, as shown in Table 9.2.
Figure 9.6 shows a histogram of data fetched from the cache and DRAM
on our i7-8650U (mobile) system. When recording power consumption
using RAPL on the DRAM domain, there is a clear difference in power
consumption for cache hits and cache misses, both when connected to
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a power supply and when running on a battery. Hence, code sequences
which are vulnerable to cache attacks can also be exploited using power
measurements. This allows an attacker to build a timer-free cache attack,
similar to the timer-free attacks presented by Diesselkoen et al. [17] and
Gruss et al. [27].

4. Attack Overview & Building Blocks

In this section, we introduce the basic concept of PLATYPUS attacks
based on the observations from Section 3. We describe the necessary
building blocks and their applicability in various scenarios and attacker
models before demonstrating several attacks in Section 5.

4.1. Attack Scenarios & Attacker Model

We consider two different attacker models for our attacks: an unprivileged
user-space attacker and a privileged kernel-space attacker. For all our
attacks, we assume native code execution on an Intel CPU and no software
bugs or hardware vulnerabilities.

Unprivileged User-space Attacker. A user-space attacker can run na-
tive unprivileged code. Hence, the user-space attacker only has access to
power interfaces provided by kernel drivers, e.g., the RAPL sysfs inter-
face from powercap. In addition, the user-space attacker can communi-
cate with other interfaces, e.g., ioctl, to the kernel, and interfaces ex-
posed by other applications, e.g., sockets. Furthermore, the user-space at-
tacker could, to some extent, influence other running applications, e.g., by
attempting to slow down another process by exhausting its resources [2].

Privileged Kernel-space Attacker. The kernel-space attacker can exe-
cute native privileged code. Hence, the kernel space has direct access to
Intel RAPL’s MSRs. The privileged kernel-space attacker has full con-
trol over the operating system and, thus, direct access to the memory of
running applications. Therefore, we assume an attack on SGX enclaves
(see Section 2.3) where the memory is encrypted and cannot be inspected
by the operating system. For the SGX enclave, a malicious operating
system is in the threat model [16].
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4.2. Building Blocks

In this section, we describe the necessary building blocks. We describe
how a privileged attacker can achieve precise execution control, enabling
them to overcome the low sampling rate faced by an unprivileged attacker.
We characterize the documented power interfaces we use for our attacks.

4.2.1. Power Information

To mount PLATYPUS attacks, it is necessary to obtain a power con-
sumption measurement within the software. While throughout this work,
we focus on Intel RAPL, these attacks are, in general, not restricted to
the Intel platform. We discuss other microarchitectures and interfaces
in Section 7.2.

One inherent challenge of software-based power analysis is the low update
rate of power data sources in contrast to the frequency of the execution
stream under attack (see Section 5). When attempting to reconstruct a
signal, it is crucial to sample at a sufficiently high rate. While measuring
the PP0 MSR directly from kernel space, the sample rate is a bit higher; it
is still suboptimal. For other attacks, the relevant values are from other
domains, e.g., PKG and DRAM, which do update at the documented slower
rate (e.g., Section 3.3).

In general, undersampling means that we cannot obtain samples at a
sufficient number of points over the time axis, e.g., because the time axis
is very short when sampling only for a few nanoseconds. However, if
the attacker can conduct repeated attacks, then multiple traces can be
combined to recover an averaged but more complete trace.

Moreover, note that Intel RAPL does not provide the energy consump-
tion per core but per processor package. Thus, code executed on other
cores have a direct influence on the measurement of a specific piece of
code running on one core, and, thus, the number of overall measurements
increases to average out the noise introduced by the other cores. In the
case of a privileged attacker, the noise introduced by other cores can be
limited as the attacker can disable them or control what code is executed
on which core. In contrast, AMD’s implementation of RAPL provides
per-core counters (cf. Section 7.2).

Note that while factors such as frequency and P-state do influence the
raw energy consumption values measured, it is not necessary to fix them,
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as the data-dependent differences which our attacks exploit remain ob-
servable.

4.2.2. Alignment and Execution Control

In the attack scenario where the attacker measures power consumption in
parallel to the victim’s execution, the attacker needs to align the recorded
traces. The trace needs to contain a distinctive feature, e.g., a distinct
peak in power consumption, so that traces can be shifted into alignment
with each other. While a privileged attacker can precisely control the vic-
tim’s execution and interrupt it at will, an unprivileged attacker cannot.
However, if the attacker can control when the execution of the attacked
code begins, or use a trigger signal such as a cache-based side channel [72],
then the collected traces can be aligned based on that timing information.

Precise execution control is the capability to control the victim’s execution
at instruction-level granularity. To achieve precise execution control of
SGX enclaves, we repurpose previously published techniques for microar-
chitectural attacks and apply them in our software-based power analysis
attack.

Single-Stepping. With SGX-Step, Van Bulck et al. [81] introduced the
concept of single-stepping SGX enclaves. They achieve this by configur-
ing the local APIC timer interrupt interval so that the interrupt arrives
during execution of the first instruction after eresume. This triggers an
Asynchronous Enclave Exit and execution of an attacker-controlled inter-
rupt handler, where attack-specific code can be executed. This process
can be repeated, resuming the enclave to execute precisely one instruction
each time. The SGX-Step framework enables these APIC timer interrupts
to be configured from user space, along with user-space modification of
page table entries. Single-stepping has since been used in a range of mi-
croarchitectural attacks. For example, it was used in the Foreshadow
attack [79] to extract key material from SGX enclaves to bypass enclave
launch control and to forge local and remote attestation. It was further
used with LVI [80] to mount a transient fault attack on AES-NI.

Zero-Stepping. If the local APIC timer is configured such that the in-
terrupt arrives within eresume, the enclave instruction pointer will not
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advance, and so a single instruction can be repeatedly executed for mea-
surements. Zero-stepping can also be achieved by revoking the execute
permissions of an enclave’s code pages triggering a page fault on the first
instruction after eresume. Thus, no enclave instruction is actually exe-
cuted [81]. MicroScope [75] provides an additional technique to replay an
enclave instruction repeatedly using a memory access instruction trigger-
ing the page fault handler as a replay handle.

Zero-stepping provides us with a powerful attack primitive to measure the
power consumption of a single instruction repeatedly. We can advance to
the desired instruction using single-stepping as described above and then
sample the instruction an arbitrary number of times with zero-stepping.
Crucially, it enables us to take this arbitrary number of samples even if
we are only able to trigger a single execution of the algorithm under attack
in the enclave. Taking a large number of samples in this way allows to
overcome the limited sampling rate and resolution of RAPL.

5. Evaluation
In this section, we combine our attack primitives to build concrete PLATY-
PUS attacks. We demonstrate that we can recover an RSA key used inside
an SGX enclave using mbed TLS (Section 5.1). We use CPA attacks to
extract AES keys from the Linux kernel and from an SGX enclave, both
utilizing the AES-NI instruction extension (Section 5.2). Furthermore,
we exploit Intel RAPL to observe victims at sub-cache-line granularity
(Section 5.3), to derandomize the kernel address space (Section 5.4), and
to establish a timing-independent covert channel (Section 5.5).

5.1. RSA Key Recovery
In this attack scenario, we consider a privileged attacker targeting an In-
tel SGX enclave performing RSA signatures. As the threat model of SGX
considers the operating system to be untrusted, the attacker is allowed
to load arbitrary kernel modules. We consider two different target imple-
mentations. First, we will show a toy example imitating a square-and-
always-multiply RSA implementation that allows to visually illustrate the
leakage observable through the RAPL domain and the core voltage us-
ing precise execution control. Second, we will demonstrate an attack on
mbed TLS [4] to extract RSA private keys from the SGX enclave. Fur-
ther, we will discuss scenarios where the code executed within the enclave
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is unknown, as well as scenarios where the implementation of the enclave
is known by the attacker, thus enabling the attacker to target specific
instructions within the enclave’s execution.

Setup. In our experiment, the victim provides an API for signing or
decrypting user-provided data inside an SGX enclave, making it secure
against direct attacks from the operating system, other enclaves, and
user space. For simplification and evaluation purposes, we first imitate a
square-and-always-multiply RSA implementation that performs the same
instructions with different operands based on the value of the currently
processed key bit. In our second scenario, we attack the RSA implemen-
tation of mbed TLS inside an enclave.

We use SGX-Step [81] and hook the local APIC interrupt apic_irq han-
dler to record the values of the timestamp counter TSC, the current energy
consumption for the desired domain (MSR_PP0_ENERGY_STATUS), and the
current P-state and core voltage (MSR_PERF_STATUS). Further, we hook
the Asynchronous Exit Pointer (AEP) to decide if we want to zero-step
the current instruction or advance to the next instruction (single-step),
as described in Section 4.2.2.

5.1.1. Toy Example

For our toy implementation the number of instructions executed is in-
dependent of the bit processed. The key insight here is that even an
implementation with these defensive properties against side-channel at-
tacks can still be successfully attacked via the RAPL power side-channel.
Specifically, for a 1 bit, we execute two vpmuludq instructions, one for a
square operation and one for multiplication. For a 0 bit, we execute a
vpmuldq instruction for the square operation and an additional one using
a dummy output register with no architectural effect.

Evaluation. We evaluated this attack scenario on our Xeon E3-1275 v5
(server) system and the i9-9000K (desktop) system. For each execution
run of the victim, we single-step to each instruction and measure it over
188 zero steps, i.e., the number of zero steps that need to be executed such
that the RAPL counter is updated. We measured over 96 000 execution
runs, yielding an overall attack time of 8.11 h on the E3-1275 v5. The re-
sult is illustrated in Figure 9.7. One cannot only clearly see the difference
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Figure 9.7.: Energy consumption and core voltage per executed instruc-
tion of a victim enclave. The attacker uses single-, and zero-
stepping to precisely measure single instructions of the vic-
tim, allowing to distinguish between them to leak the single
key bits. Highlighted areas with red markers indicate mea-
surements for instructions executed for a 1-bit, blue markers
indicate a 0-bit.

in power consumption for every instruction measured but also distinguish
whether the key bit was set to 1 (highlighted areas with red markers) or
0 (areas with blue markers) by examining the instructions depending on
the key bit. This allows recovering the secret key successfully. Further-
more, as shown in Figure 9.7, these differences are not only clearly visible
in the different RAPL domains (package, PP0, DRAM) but also in the
core voltage.

Under the assumption that the attacker knows which set of instructions
needs to be sampled for each key bit, the attacker does not need to zero-
step every single instruction. In our example, it would be sufficient just
to sample every seventh instruction to recover every single key bit. Even
if different instructions are executed depending on the key-bit value, the
attacker can advance directly to the instruction responsible for the next
key bit after recovering the current key-bit value. To correctly distinguish
between these two instructions, we require at least 350 measurements over
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255 zero steps when observing the core voltage to recover 99.4% of the
key bits correctly. The number of zero steps is required to obtain an
updated power measurement from the RAPL MSRs (see Section 2.2).
For the different RAPL domains, we require more traces, e.g., at least
40 000 traces over 188 zero steps to recover 99.5% of the key bits. Thus,
with a runtime of 1.35ms per trace for each key bit, a 2048-bit RSA attack
can be successfully recovered within 16.5 minutes when observing the core
voltage. With RAPL and a runtime of 0.99ms per trace for each key
bit, we can successfully recover the key within 23.3 hours. This number
highly depends on how many measurements are required to distinguish
both cases with a high probability and, thus, can be different in other
scenarios.

5.1.2. Attack on mbed TLS

In our second scenario, we extract RSA keys from the mbed TLS [4] (ver-
sion 2.13.0) implementation with a fixed window length of 1 (MBEDTLS_MPI_WINDOW_SIZE
1). In order to distinguish the key bits, we do not directly target the
branch instruction of the fixed-window exponentiation. Instead, we aim
at an instruction with a more distinct energy consumption inside the
branch. In SGX, Intel’s fast_memset implementation replaces the stan-
dard libc memset implementation called inside the mpi_montmul function
with AVX instructions. AVX instructions are located at a given offset
n from the branch instruction if the key bit is set. If the key bit is 0,
a different (non-AVX) instruction is executed with the same instruction
offset, i.e., the nth instruction following the branch is not an AVX in-
struction. Thus, we can directly reconstruct the key bit by measuring
the energy consumption at the instruction executed with the instruction
offset after the branch.

However, the implementation of mbed TLS skips leading zeroes of the
exponent and, therefore, has a setup phase depending on the key. Addi-
tionally, depending on whether the key bit is 1 or 0, a different number
of instructions is executed for each key bit. In order to recover the full
private key, we first need to determine the number of zero bits to find
the instruction leaking the first key bit correctly. Second, we need to
calculate the offset of the next key bit instruction to zero-step based on
previously reconstructed key bits.
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Figure 9.8.: Measured core voltage of all 63 possible leading zero offsets.
The spike at offset 35 marks the first set key bit.

Determining the number of zero bits. The mbed TLS implementation
skips the leading zeroes of the exponent. Therefore, the offset of the first
instruction executed after the key-bit branch depends on the number of
leading zeroes. In order to overcome this challenge, we note that the maxi-
mum number of leading zeroes relies on the size of the mbedtls_mpi_uint
data type, which is either 32 or 64 bits. Hence, we assume a possible max-
imum of 63 leading zeroes. For each possibility, we calculate the offset
of the targeted AVX instruction (a 1-bit) under the assumption that we
have n leading zero bits. We target each calculated instruction offset
and record the core voltage when zero-stepping this instruction. For each
measurement, we reset the current energy consumption to a known state
by executing multiple hlt instructions. Then, we measure each instruc-
tion 3 times and use the median of the measured values as a classifier and
illustrate the observed measurements in Figure 9.8. The distinct peak,
and, thus, the first set key bit gives away the number of leading zeroes.

Offset Oracle. In order to find the instruction to zero-step for the next
key bit, we create an oracle that predicts the offset of the next key bit in-
struction based on previously reconstructed key bits. The oracle receives
the known-plaintext input, the public modulus, the number of leading
zeroes as well as the current key bit. Using this information, the ora-
cle calculates the next instruction offsets that need to be zero-stepped in
order to recover the next key bit.

In our attack, we implemented the oracle utilizing the same enclave im-
plementation for demonstration purposes. We inject the current key hy-
pothesis into the enclave to automatically find the next instruction offset
using single stepping. While this increases the runtime of the attack, it
allows to predict the next offset without having to analyze the enclave on
an instruction-level basis.



5. Evaluation 273

Evaluation. We evaluated our attack on a Xeon E3-1275 v5 server CPU.
In order to profile the instruction at the calculated offset, we measure
the observed core voltage 3 times over 256 zero steps. For a 1-bit, the
instruction at and after the given offset are AVX instructions and, thus,
we measure both to increase the signal. We used an RSA key pair with
a 512-bit modulus for evaluation purposes. In 211 minutes (n = 5,σx̄ =
7.2), we were able to reconstruct the 509 key bits without any error.
Figure 9.13 in Section B illustrates one of the recorded traces. Note
that the slow implementation of the oracle compensates for 52 minutes
(n = 4, σx̄ = 6.73) of the attack. In addition, we successfully recovered
the key without any error in 100 minutes, even when we measured each
instruction only once.

5.2. Correlation Power Analysis Attacks

The SPA attack in Section 5.1 exploits the comparatively strong change
in leakage in the energy consumption or core voltage due to the different
instructions executed. In contrast, in this section, we focus on differen-
tial attacks (see Section 2.1) that apply to implementations with secret-
independent control flow, e.g., symmetric ciphers like AES, targeting the
data-dependent leakage of single instructions. We show that Correla-
tion Power Analysis can be applied to exploit the small, data-dependent
leakage of single instructions even when capturing one aggregate leakage
sample for the whole cryptographic algorithm.

To this end, we demonstrate key recovery attacks against AES-NI, an
x86 instruction-set extension designed to mitigate timing and cache side-
channel leakage [31] in two different settings. First, we will recover the
AES key processed inside an SGX enclave and second, from a Linux kernel
module.

In contrast to the RSA signature generation from Section 5.1, a single
run of our target algorithms has a very short runtime (on the order of
tens to hundreds of cycles). Hence, the overall energy consumption is
below the resolution of the RAPL interface (a single invocation usually
reads as a zero energy consumption difference). We, therefore, gener-
ally measure the aggregate energy consumption of R invocations of our
target cipher (typically 16M) to obtain a single leakage sample p. Our
attacks, therefore, apply to situations where an adversary can trigger
the encryption/decryption of many blocks of data, e.g., disk and file en-
cryption, encrypted network protocols like TLS, or (un)sealing of large
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enclave state. In the case of a privileged attacker, the attacker model
allows the alternative approach of using zero-stepping to only repeat the
target instruction in the scenario of Intel SGX. Moreover, differential at-
tacks like CPA make use of many leakage samples pn (traces) for different
inputs (plaintexts) xn for n < N . Depending on the scenario, we used N
between 2M and 16M.

5.2.1. Key extraction with CPA

To recover a secret value, we compute the correlation ρ (p, h) between
the observed power consumptions pn and hypothetical leakage values hn
over all N traces. The choice of h depends on the targeted operation and
the leakage characteristics of the target implementation and processor.
For example, for recovering byte 0 of the round key in the final round of
AES, a common choice (given a key candidate k) is:

hkn = HW
(
SBox−1

(
c0n ⊕ k

))
(9.2)

where c0n is byte 0 of the n’th ciphertext, and HW denotes the Hamming
weight. Computing ρk

(
p, hk

)
for all candidates k = 0 . . . 255, the correct

key candidate can be identified as the one with maximum correlation.
This process is repeated for each byte. Other choices of h are possible,
e.g., when targeting the XOR in the first round of AES:

hkn = HW
(
x0n ⊕ k

)
(9.3)

For a given number of traces N , the noise level is [54]:

ρnoise =
4√
N

(9.4)

Only correlations ρ ≥ ρnoise are considered significant. Assuming an
ideal correlation ρexp that captures only the correlation between the tar-
get value and a noise-free trace and a Signal-to-Noise Ratio (SNR), the
observed correlation ρ can be computed as:

ρ =
ρexp√

1 + 1/SNR
(9.5)



5. Evaluation 275

5.2.2. SGX Enclave

In the first setting, we will demonstrate AES-NI key recovery on an SGX
enclave.

Setup. We implement an enclave that exposes an ecall to encrypt a
buffer using an in-enclave secret key. It deploys a full AES implemen-
tation from Intel’s Integrated Performance Primitives (Intel IPP) [41]
ippsAESEncryptECB function that uses the AES-NI instruction set. While
the SGX scenario enables a privileged attacker (Section 4.1), we assume
an unprivileged attacker.

We further considered two scenarios:

1. Minimal I/O noise: The unprivileged attacker records the accu-
mulated power consumption of 16 384 calls to ippsAESEncryptECB,
each encrypting 16 kB, within a single ecall.

2. Real-world conditions: The unprivileged attacker records the accu-
mulated power consumption of 64 ecall invocations, each encrypt-
ing 4MB with a single call to ippsAESEncryptECB.

Profiling. To better understand the leakage behavior of the AES-NI
implementation on the processor under attack, we compute the AES state
after every round. Further, we compute the correlation between different
power models and our observed traces.

We recorded 2M traces (thus ρnoise = 0.0028284) for scenario 1 in 26 h
and 16M traces (thus ρnoise = 0.001) for scenario 2 in 277 h. Table 9.4
shows the Hamming weight’s correlations for each round and the Ham-
ming distance between rounds on our Xeon E3-1240 for scenario 1.

As discussed in Section 5.2.1, bold entries highlight significant entries
with an exploitable statistical dependency (ρ ≥ ρnoise). In addition, the
Significance Factor (SF) is computed as ρ/ρnoise, i.e., |SF| ≥ 1 indicates
a significant correlation. For instance, the Hamming weight of the input
and output leak, as well as the Hamming weight of the 128-bit state
after the initial XOR of round key 0 to the plaintext (correlation ρ =
0.05032280). In addition, the Hamming distance between the input and
output of each AES round leaks, which is crucial for subsequent key
recovery attacks.
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Table 9.4.: Profiling correlations after 2M traces for AES-NI in scenario 1
for the Hamming weight (HW) for each round and Hamming
distance (HD) between rounds. Bold entries and a |SF| ≥ 1
highlight significant statistical dependencies.
HD ρρρ SF HW ρρρ SF

00 → 01 0.03675729 13 00 0.06885782 24
01 → 02 0.02006421 7.1 01 0.05032280 18
02 → 03 0.03676030 13 02 0.00145256 0.51
03 → 04 0.03728021 13 03 0.00181104 0.64
04 → 05 0.03754657 13 04 0.00188247 0.66
05 → 06 0.03739362 13 05 0.00186131 0.66
06 → 07 0.03804800 13 06 0.00204561 0.72
07 → 08 0.03790153 13 07 0.00151157 0.53
08 → 09 0.03810117 13 08 0.00250208 0.88
09 → 10 0.03967649 14 09 0.00272294 0.96
10 → 11 0.01820413 6.4 10 -0.00045022 -0.16

11 0.08859152 31

For scenario 2, we similarly observed Hamming weight and Hamming
distance leakages for the AES rounds, albeit with a lower magnitude
of the correlations. For example, for the final round, the correlation is
ρ = 0.00532594 in scenario 2, compared to ρ = 0.01820413 in scenario 1.
Therefore, for key recovery in scenario 2, a larger number of traces is
required. The respective profiling results are given in Table 9.6 in Sec-
tion C.

Key Recovery. To recover the key, we build a CPA attack using the
Hamming distance between the input and the output of the final round of
AES. As observed in the profiling phase, the correlation of the Hamming
distance of the final round 10 → 11 yields ρ = 0.01820413 in scenario 1.
In this case, we successfully recovered all 16 bytes of the final round key
using 2M traces, and hence also the actual AES key due to the reversible
key schedule of AES.

In scenario 2, the respective correlation for the Hamming distance of the
final round 10→ 11 is ρ = 0.00532594. We performed a CPA key recovery
using 16M traces and successfully recovered 12 of the 16 bytes of the full
key. The remaining four bytes of the key can then be found in negligible
time through exhaustive search with 232 AES invocations. Incidentally,
we note that the key recovery specifically fails for key bytes 0, 4, 8, and
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12, i.e., the first byte of each 4-byte word. This implies that these bytes
might exhibit a different leakage behavior than the other (successfully
recovered) bytes. Hence, with an appropriate leakage model, it might
be possible to also directly recover those four bytes without exhaustive
search. We leave this aspect for future work.

5.2.3. Kernel Module

Likewise, to our attack on the SGX enclave (Section 5.2.2), we evaluate
the CPA attack on a Linux kernel module, processing an AES-NI key.

Setup. We implemented a kernel module encrypting data using AES-
NI accelerated encryption. Therefore, we made use of the Intel AES-NI
Sample Library [22] that claims to be some of the most efficient AES
assembler code implementations [38]. The kernel module provides an
ioctl interface to user space where data to be encrypted can be passed
to.

Profiling. For the attack on the kernel module, we recorded 4M traces
(ρnoise = 0.0002) in 50 h on the Xeon E3-1240 v5 (server) system. Each
leakage sample corresponds to 16 384 encryptions of 16 kB in a loop inside
the ioctl handler, similar to scenario 1 for SGX above. As for SGX, we
observe statistically significant leakage for the AES rounds using both the
Hamming weight and Hamming distance models. The profiling results are
given in Table 9.8 in Section C.

Key Recovery. For the attack on the kernel module, we performed a
CPA key recovery using the 4M traces, again targeting the final round
of AES. We successfully recovered 15 of the 16 bytes of the full key. Note
that the correct candidate for the remaining byte was the second-best
candidate.

5.2.4. Limitations

We showed that it is possible to recover secrets from AES-NI, both from
implementations in the kernel and from an Intel IPP function using AES-
NI in Intel SGX. These attacks are feasible, and the number of traces is
also well in the threat model. For example, previous side-channel attacks
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on AES-NI with physical access required recording a large number of
traces for 17 days using an EM probe [70]—longer than the time required
for our method. Furthermore, as input to the NISTIR 8214A draft [7],
Rijmen and Svetla [69] recommend considering an adversary that can
collect up to 100M traces.

While we note that our attacks might succeed with fewer traces using
algorithms designed to perform a CPA-guided exhaustive search [83], we
did not evaluate that in our attacks. Still, whether our CPA attacks are
practical depends on the target, as we require large amounts of data to
be processed with a fixed or known plaintext. In the case of Intel SGX,
as a privileged attacker, it might be possible to alleviate this issue using
zero-stepping (see Section 4.2.2). Instead of repeating the whole algo-
rithm, it is possible to repeat only the target instruction (which should
also result in a better SNR). However, in our experiments so far, we
could not successfully apply CPA in this case. This might be due to the
noise introduced by the zero-stepping logic, combined with long measure-
ment times, which prevent the acquisition of a sufficient number of traces.
Finally, determining the appropriate leakage model depends on the spe-
cific implementation of the algorithm under attack and also the targeted
CPU—e.g., we observed substantial differences for AES-NI between our
i3-7100U and Xeon E3-1240 v5 systems, with the i3-7100U exposing less
leakage (see Section C). We leave a more in-depth study of the behavior
for future work.

5.3. Observing Intra-Cacheline Activity

A common assumption for side-channel-secure software was that an at-
tacker can only observe victim operations at a cache line granularity [9].
For instance, to protect against cache attacks that observe access pat-
terns at a cache line granularity, such as Flush+Reload and Prime+Probe,
scatter-gather [24] is a constant-time programming technique for RSA.
However, recent work [59, 88] showed that this assumption does not hold
when an attacker shares a hyperthread with a victim. Consequently, the
attacker can infer the cryptographic key used by an implementation that
has sub-cache-line variations in the control flow or data accesses.

However, for our attack, we assume a scenario where the victim and
attacker do not share a hyperthread. Consequently, previous attacks [59,
88] cannot obtain this information.
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In our experiment, the victim performs a secret-dependent branch within
a cache line, executing instructions with different power consumption. If
the bit at a given offset of a secret byte is set, a fscale instruction is
executed. Otherwise, rdrand is executed. We assume an unprivileged at-
tacker that can trigger the code executed by the victim through an API
passing the offset to it. We evaluated the experiment on our i7-8650U and
i7-6600U (mobile) systems, both running on battery and connected to an
AC power supply, both desktop machines (i7-6700K and i9-9000K) as well
as on the 3 servers (E3-1240 v5, E3-1275 v5, Silver 4214). The attacker
records the power consumption when triggering the victim. As illustrated
in Figure 9.9, one can clearly distinguish jump-target locations within a
cache line due to the difference in power consumption. Hence, constrain-
ing control-flow variations in cryptographic operations to a cache line
cannot be considered secure anymore, even in scenarios where victim and
attacker do not share a hyperthread. This allows breaking cryptographic
implementations, which are currently considered secure in the scenario
we investigate [31].

In addition, an extreme approach suggested to impede cache timing at-
tacks is to disable caching for the PRM range in SGX [16]. In a second
experiment, we mark pages of our victim as uncacheable. Thus, the code
cannot leak through cache timings anymore. Still, with our power side-
channel, we can observe the leakage.

5.4. Kernel Address Space Derandomization

In this section, we show that an unprivileged attacker can derandomize
the kernel address space using RAPL. As there is no distinction between
committed and non-committed instructions at the voltage regulator level,
the power consumption also changes for transient instructions. Transient
instructions are instructions that have been executed by an out-of-order
processor but are never committed to the architectural state, e.g., in-
structions causing a fault [52] or instructions following a misspeculated
branch [47]. The general concept of derandomizing the kernel address
space is to distinguish between the transient access of mapped and un-
mapped kernel addresses via differences in power consumption. The cur-
rent KASLR implementation randomly chooses one out of 512 2MB-
aligned virtual addresses as the base address for the entire kernel [71].
Hence, as the kernel binary itself does not support fine-grained random-
ization, knowing the base offset of the kernel allows to calculate the loca-



280 Chapter 9. PLATYPUS

0
20
40
60 bit 0 bit 1

0
20
40
60 bit 2 bit 3

0
20
40
60 bit 4 bit 5

800 850 900 950
0

20
40
60 bit 6

800 850 900 950

bit 7

N
u
m
b
er

o
f
C
a
se
s

Energy [µJ]
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same cache line. In this figure, leaking the byte 0x4d (ASCII
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Figure 9.10.: Power consumption when transiently accessing kernel ad-
dresses. If a kernel page is not mapped, the access triggers
an entire page-table walk, consuming more power.

tion of kernel code and data [11, 28, 36, 45, 71]. The same approach can
also be applied to dynamically loadable kernel modules [71].

Transiently accessing mapped and unmapped kernel addresses show dif-
ferences in timing [28, 36, 45] and store-forwarding behavior [11, 71].
Hence, the assumption is that there is also a measurable difference in
power consumption.

Figure 9.10 shows the power consumption when transiently loading a
kernel address while suppressing faults using Intel TSX. The power con-
sumption differs for mapped and unmapped kernel pages. The differences
in power consumption correlate with the differences in access times re-
ported by Jang et al. [45]. As unmapped kernel pages cannot be cached
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in the TLB, accessing these pages triggers a page-table walk, which con-
sumes more power than accessing mapped kernel pages, which are cached
in the TLB.

In our experiments, we used our i7-8650U (connected to a power sup-
ply and running on battery), i7-6600U, i9-9900K, and Xeon Silver 4214
systems with PTI (Page Table Isolation) disabled. Note that both, the
i9-9900K and the Silver 4214, contain hardware mitigations against Melt-
down; thus, PTI can be disabled. To evaluate the success rate, we execute
the KASLR break 500 times for known KASLR offsets. On average, we
successfully derandomize the KASLR offset in 100% (n = 500, σx̄ = 0.00)
of the runs. The average time to find the KASLR offset is 20 s. Hence,
while not being the fastest KASLR break, it is still practical. Moreover,
in contrast to previous microarchitectural KASLR breaks [11, 12, 28, 36,
45, 71], our KASLR break using power consumption is the first microar-
chitectural KASLR break, which does not require any timing primitive.
Even with the microcode patch on the i9-9900K, there is no significant
change in the success rate of the KASLR break. This is in line with Intel’s
statement that attacks on KASLR are not mitigated by this update [40].

In addition, we evaluated the influence of system activity using stress-
ng on the success rate of the KASLR break on the i9-9900K running
Ubuntu 18.04. These tests are designed to stress the CPU and do not
represent a realistic workload, e.g., compilation task, rendering process,
or office workload. However, the tool allows us to vary the load on each
core. By default, it will cycle through all stress tests unless a specific
one is specified. With a load below 10% on the entire system, there is
no change in the success rate. With a moderately high load of 50%, it
decreases to 22% (n = 100, σx̄ = 4.34). However, as system noise is
statistically independent from the measured signal, increasing the num-
ber of measurements (and thus the runtime) increases the success rate.
Especially as system activity only increases the power consumption, and
mapped pages have a lower power consumption than unmapped pages,
noise does not lead to false positives, but only to not being able to detect
the kernel (false negative). A simply increase of the measurements by a
factor of 10 already results in a success rate of 46% (n = 100, σx̄ = 4.75).

5.5. Timing-Independent Covert Channel

In this section, we describe how unprivileged access to power consumption
can be utilized to establish a timing-independent covert channel. The
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Figure 9.11.: Transmission of bits 1101100011 using the time-less covert
channel.

basic idea of the covert channel is to encode the information by varying
the power consumption of the device. To send a 1-bit, the sender increases
the power consumption by executing more energy-consuming instructions.
To transmit a 0-bit, the sender idles. The receiver monitors the power
consumption of the device through the RAPL interface and decodes the
transmitted information by observing the changes in power consumption.

Figure 9.11 illustrates the transmission of the bits 1101100011 over the
power-based covert channel. We transmitted 1 kB of random data be-
tween two unprivileged processes running on different cores of the i7-
8650U, either battery-powered or connected to a power supply. We
achieved a transmission rate of 18.7 bit/s with a bit error rate of 0.89%.

While the transmission rate of our covert channel is significantly lower in
contrast to other state-of-the-art covert channels [29, 53, 57], our covert
channel has the benefit that it does not rely on high-resolution timers.
Furthermore, our proof-of-concept covert channel is not optimized and
strictly working only with binary decisions. However, we can transmit
not just one bit per symbol but rather several bits by using modula-
tion techniques, such as amplitude modulation, phase-shift keying, or
frequency modulation. While Maurice et al. [57] found that these meth-
ods are infeasible for cache covert channels due to the unreliable clock,
they are applicable to a power-based covert channel. Thus, we believe
that the performance of our covert channel could be drastically improved
using these techniques.

6. Countermeasures

In this section, we discuss different countermeasures and mitigation strate-
gies for the presented attacks.
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Restricting Access. To obtain the Intel RAPL counters, kernel privi-
leges are required to read the corresponding MSRs. However, the power
capping framework powercap on Linux provides unprivileged access to
these MSRs through the sysfs interface. While the purpose of the
driver is to expose RAPL for user-space consumption [65], unprivileged
access could be directly prevented by respecting the access level similar
to kernel.perf_event_paranoia for the perf interface. While these
interfaces may be required for existing functionality, limiting user-space
access is necessary to mitigate at least unprivileged attacks. However, as
a privileged attacker has direct access to these MSRs, attacks on Intel
SGX are not prevented. Thus, access to these MSRs needs to be blocked
via a microcode update. Furthermore, trusted computing base recovery
is required to allow remote verifiers to re-establish the trust that these
MSRs have been deactivated.

Limiting Resolution. The RAPL interface has a µJ resolution. While
reducing the counter’s granularity does not completely mitigate our at-
tacks, the number of traces for some scenarios might become impractical.
However, even without the RAPL interface, it may still be possible to use
other limited-resolution sources of energy data, e.g., battery monitoring,
to conduct a software-based power side-channel attack, e.g., identifying
running applications [87].

Limiting Precise Execution Control. Restricting the user-space access
to the RAPL counters only impedes unprivileged attackers, as a privileged
attacker has direct access to these MSRs. In addition, the attacker can
make use of precise execution control (cf. Section 4.2.2) to zero step an
enclave. This primitive gives an attacker the possibility to execute a single
instruction within an SGX enclave arbitrarily often, enabling sampling of
the instruction’s energy consumption (cf. Section 5.1). Introducing a
counter inside SGX that increments every time an enclave is executed
from the same instruction pointer could limit the number of zero steps.

Application Hardening. Software computing on particularly sensitive
values, e.g., cryptographic algorithms, could deploy state-of-the-art coun-
termeasures against power analysis, e.g., masking, to make these attacks
more difficult. However, using zero stepping (Section 4.2.2) and the pos-
sibility to observe the Hamming weight of bytes (Section 3.5), masking is
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insufficient against our attacks on SGX enclaves.

Intel’s Mitigation. To address the presented issues, Intel released mi-
crocode updates that help ensure that the reported energy consumption
by the RAPL interface hinders the ability to distinguish same instruc-
tions with different data or operands if SGX is enabled [40]. In addition,
an update to the Linux powercap driver restricts the unprivileged access
to the RAPL MSRs.

7. Related Work & Discussion
In this section, we present related and future work and discuss other
microarchitectures.

7.1. Related Work

Hardware-based Power Analysis. Eisenbarth et al. [18] reconstructed
control-flow and program code from power consumption on a small mi-
crocontroller. Strobel et al. [76] distinguish instructions on a microcon-
troller using an oscilloscope sampling at 2.5GHz. Park et al. [66] use
an oscilloscope with 2.5GHz combined with machine learning to extract
the instruction stream (opcodes and operands) from a microcontroller.
Msgna et al. [61] measured differences in power consumption during the
execution of single instructions on a microcontroller using an oscilloscope
with a sampling rate of 5GHz. Saab et al. [70] extracted an AES-NI key
from an Intel i7 after collecting traces for 17 days with an EM probe.

Guri et al. [32], as well as Islam and Ren [44] demonstrated that current
and voltage, respectively, can be monitored and influenced to build covert
channels, e.g., in cloud environments. However, both works assume an
attacker with hardware equipment connected to the device.

Undersampling. Molka et al. [60] used a physically-connected power
meter to record a victim system’s power consumption at a rate of 10Hz,
distinguishing loops of nops and other instructions. Attacks with similar
sampling rates to ours were shown by Genkin et al. [21], who recovered
4096-bit GnuPG RSA keys and program code via acoustic cryptanalysis,
and Lifshits et al. [51], who inferred sensitive data, including keystrokes,



7. Related Work & Discussion 285

via a malicious battery storing power traces. These works sampled at
≈24 kHz (mobile phone attack) and 1 kHz, respectively.

Our work shows that this can similarly be done from software at even
higher sampling rates, and our attacks demonstrate the security ramifi-
cations of this. While prior attacks require either physical proximity or
physical access to the device, they support this work’s finding that a low
sampling rate can still achieve fine-grained information leakage.

Software-based Power Analysis. Fusi [19] used RAPL to attack RSA-
16384 but concluded that the sampling rate of RAPL is too low to mount
an attack, showing that it is only observable whether branches are taken,
and accessed data is cached. Mantel et al. [55] distinguish RSA keys with
different Hamming weights using RAPL but do not try to extract keys or
perform other concrete attacks. Gao et al. [20] use RAPL in containers to
infer information about the host environment, e.g., co-location of multiple
containers.

Power Analysis on Mobile Devices. Yan et al. [87] monitor system
power information on mobile devices to acquire voltage and current, ob-
serving a correlation with keystrokes, enabling them to infer password
lengths and also distinguish different applications. Qin et al. [68] use the
same interfaces to fingerprint websites on mobile devices. We instead use
RAPL on regular laptops, desktops, and servers that have more subtle
variation in power consumption and voltage.

On-die Power Analysis. O’Flynn [63] recorded power measurements us-
ing an on-board ADC from the non-secure world to recover secrets pro-
cessed in the secure world on TrustZone-M. Zhao and Suh [89] use an
FPGA to observe a CPU’s power consumption on the same SoC to break
RSA.

7.2. Other Microarchitectures

While we focus on Intel’s RAPL implementation throughout this work,
other microarchitectures offer different interfaces to obtain the energy
consumption of the core.
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For instance, since the Zen microarchitecture, AMD CPUs also provide a
RAPL interface [3]. In contrast to Intel, their counters even allow to mea-
sure the energy consumption even per individual core. However, as the
powercap driver does not support AMD’s implementation, an attacker
requires kernel privileges to read the corresponding MSRs. In Section A,
we show that AMD’s RAPL interface allows to distinguish different in-
structions executed on an AMD Ryzen CPU. This could allow similar
attacks on AMD CPUs, e.g., against AMD’s SEV-SNP, where a privi-
leged kernel-space attacker is conceivable.

Other CPU manufacturers, e.g., ARM, NVIDIA, IBM POWER, Ampere,
Hygon, or Marvell, provide different power interfaces as well. We briefly
discuss them in Section A and leave the investigation of them to future
work.

7.3. Enclave Inspection

While Intel SGX provides integrity and confidentiality of data and in-
tegrity of code at runtime, it does not provide confidentiality of code in
the binary file stored offline. However, with the Intel Software Guard
Extensions Protected Code Loader (Intel SGX PCL) [43], the enclave
shared object is encrypted at build time and decrypted during the load
phase. This enables intellectual property within SGX enclave code to be
protected from inspection by untrusted parties, as reverse-engineering of
the encrypted enclave is not possible [5]. Furthermore, encrypting the
memory used by the enclave [16] prevents runtime inspection, provided
the enclave is built in release mode [42].

Using zero-stepping, we can now measure the energy consumption of ev-
ery single instruction executed within an SGX enclave. This allows to
classify different instructions by evaluating their power consumption, as
shown in Section 3. Further, differences depending on the values of their
operands and loaded data from the cache can be observed. This enables
us to not only recover the control flow of the executed program but also to
directly disclose sensitive information, as we demonstrate in Section 5.1.

For enclave inspection, the idea is to retrofit the power-side-channel-
based disassembler by Eisenbarth et al. [18] with PLATYPUS to infer
the control flow of the enclave. While our results are promising for a cer-
tain set of instructions (see Table 9.3), the general case is very complex
due to the complex instruction-set architecture. In total, there are more
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than 3684 x86-64 instruction variants (combining mnemonics and operand
types) [34] that need to be profiled on the microarchitecture under attack
first. Thus, the set of instructions with similar power consumption, es-
pecially with the influence of different operand values, is currently too
large. We leave further exploration to future work.

8. Conclusion

In this work, we show that software-based power side-channel attacks are
particularly powerful against Intel SGX due to the zero-stepping capabil-
ities of a privileged attacker. We showed how instructions and operand-
level differences can be observed, enabling recovery of an RSA key from
mbed TLS inside an SGX enclave. We demonstrated that with sufficient
statistical evaluation, even user space attackers can exploit unprivileged
access to the Intel RAPL interface to extract AES-NI keys from SGX en-
claves or kernel space. Moreover, we demonstrated that this side channel
enables an attacker to break KASLR, observe sub-cache-line-granularity
activity, and establish timing-independent covert channels.

While unprivileged attacks can be impeded by restricting access to the
sysfs interface, mitigating privileged attacks in order to protect Intel
SGX enclaves is not trivial. We, therefore, propose limiting precise exe-
cution control and, while it, unfortunately, breaks backward compatibility
and support for software-based thermal management, removing access to
these interfaces in general.
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Appendix
A. Other Microarchitectures
While we focus on Intel’s RAPL implementation throughout this work,
other microarchitectures offer different interfaces to obtain the energy
consumption of the core.

AMD. Since the Zen (family 17H) microarchitecture, AMD CPUs have
provided a RAPL interface [3]. However, little documentation is available
regarding its implementation. Power consumption values for the core and
package domains are provided respectively in the CORE_ENERGY_STAT and
PKG_ENERGY_STAT MSRs [64]. A notable difference from Intel RAPL is
that the core domain is accessible per-core rather than across all cores of
the CPU, which substantially reduces measurement noise.

An attacker targeting AMD currently requires root privileges to read the
MSRs, as the Linux powercap driver only establishes a user-accessible
sysfs RAPL interface on Intel CPUs. While they lack the RAPL inter-
face, earlier AMD family 15h and 16h CPUs also have power MSRs which
provide consumption estimates based on platform activity levels [3]. Un-
fortunately, none were available to us for evaluation purposes. However,
we believe systems with these CPUs may be vulnerable to user-space at-
tacks because if the fam15h_power driver is loaded, power values can be
read from user space via sysfs [33].

Table 9.5 lists the measured energy consumption of different instructions
on AMD Ryzen 7 Pro 3700U, AMD Ryzen 7 3700X, and AMD EPYC
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Instruction Ryzen 7 Pro 3700U Ryzen 7 3700X EPYC 7401P

nop 0.0886 nJ 0.1052 nJ 0.1571 nJ
inc r64 0.1241 nJ 0.1144 nJ 0.1800 nJ
xor r64, r64 0.1246 nJ 0.1144 nJ 0.1785 nJ
mov r64, mem 0.0978 nJ 0.1266 nJ 0.1571 nJ
imul r64, r64 0.0930 nJ 0.0930 nJ 0.1586 nJ
fscale 0.0892 nJ 0.0991 nJ 0.1571 nJ
rdrand r64 0.0669 nJ 0.0564 nJ 0.0991 nJ
rdtsc 0.0885 nJ 0.0896 nJ 0.1296 nJ
clflush mem 0.0671 nJ 0.0503 nJ 0.0991 nJ
aesenc xmm, xmm 0.0890 nJ 0.0854 nJ 0.1571 nJ

Table 9.5.: Average observed energy consumption (package domain) of
different instructions on an AMD Ryzen 7 Pro 3700U mobile
CPU, an AMD Ryzen 7 3700X desktop CPU, and an AMD
EPYC 7401P server CPU.

7401P. On the mobile and desktop CPU, we disabled processor boost and
set the cores to a fixed frequency. To measure the energy consumption of
an instruction, we record its energy consumption over 10 000 consecutive
executions and take the median value to eliminate system-level noise (e.g.,
erroneous high values caused by interrupt handling or the process being
descheduled). On both AMD and Intel (see Section 3), we observe the
energy consumption across the entire CPU package to ensure that non-
core activity (for example, interactions with DRAM) is included. We can
observe inter-instruction differences in energy consumption. This enables
identification of executed instructions, provided the attacker can profile
the energy consumption of the victim microarchitecture. Furthermore, as
shown in Figure 9.12, the Hamming weight of the register influences the
energy consumption of the shr instruction.

ARM. The ARM Energy Probe, a 3-channel USB voltmeter which can
be attached to a targeted platform, requires physical access to the device.
However, different development boards using ARM CPUs contain on-
board energy meters like the ARM CoreTile Express A15x2. The odroid
XU+E used by Vasilakis [82] to characterize the energy consumption of
instructions on ARM contains 4 ina23 power sensors. The SAML11
running a Cortex-M23 processor used by O’Flynn and Dewar [63], grants
access to an onboard ADC.
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NVIDIA. NVIDIA’s JetsonTX2 module has 3-channel INA3221 moni-
tors [62] exposing current (mA), voltage (mV), and power (mW) used of
different power rails. These include the CPU and GPU and are exposed
to unprivileged access in the sysfs.

IBM POWER. The POWER9 processor contains a dedicated on-chip
microcontroller that allows to analog sample various voltage rails. Note,
however, that the POWER9 does not include per-core power estimation
circuitry [37].

Marvell. For the ThunderX2, Marvell provides a kernel driver [56] ex-
posing readings from hardware sensors, among other things, voltages and
power measurements. Similar to Intel RAPL, measurements can be ob-
served for all cores on the System on Chip, the SRAM, memory, and
miscellaneous peripherals.

Ampere. For the Ampere Altra SoC, the APM X-Gene SoC hardware
monitoring driver gives unprivileged access to the temperature and power
sensors and, thus, allows to read the current power consumption of the
CPU or the IO [14].

Hygon. Recently, RAPL support for the Hygon Dhyana CPU family
has been added to the Linux perf interface and, likewise to AMD, allows
to read the per-core energy consumption [86].

B. mbed TLS Attack
Figure 9.13 illustrates the minimum core voltage measurements for each
key bit instruction of the mbed TLS attack described in Section 5.1.

C. Additional Profiling Results for AES-NI
Table 9.6, Table 9.7 and Table 9.8 present additional profiling correlations
for AES-NI of the attacks described in Section 5.2.
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Table 9.6.: Profiling correlations (for Xeon E3-1240 v5) after 16M traces
for AES-NI in scenario 2 for the Hamming weight (HW) for
each round and Hamming distance (HD) between rounds.
Bold entries and a |SF| ≥ 1 highlight significant statistical
dependencies.
HD ρρρ SF HW ρρρ SF

00 → 01 0.01412518 14 00 0.06653038 66
01 → 02 0.00674140 6.7 01 0.01389394 14
02 → 03 0.01182713 12 02 0.00045177 0.45
03 → 04 0.01159959 12 03 0.00106697 1.1
04 → 05 0.01144089 11 04 0.00073025 0.73
05 → 06 0.01069259 11 05 0.00058525 0.58
06 → 07 0.01142695 11 06 0.00114676 1.1
07 → 08 0.01158716 12 07 0.00068475 0.68
08 → 09 0.01102899 11 08 0.00077455 0.77
09 → 10 0.01114280 11 09 0.00094852 0.95
10 → 11 0.00532594 5.3 10 -0.00041563 -0.41

11 0.05861710 58

Table 9.7.: Profiling correlations (for i3-7100U) after 4M traces for AES-
NI in scenario 1 for the Hamming weight (HW) for each round
and Hamming distance (HD) between rounds. Bold entries
and a |SF| ≥ 1 highlight significant statistical dependencies.
HD ρρρ SF HW ρρρ SF

00 → 01 0.00429156 2.1 00 0.00957385 4.8
01 → 02 0.00256447 1.3 01 0.00550198 2.7
02 → 03 0.00441708 2.2 02 0.00056316 0.28
03 → 04 0.00404454 2 03 0.00003843 0.01
04 → 05 0.00388573 1.9 04 0.00048580 0.24
05 → 06 0.00512078 2.6 05 0.00081453 0.41
06 → 07 0.00418470 2.1 06 -0.00057528 -0.29
07 → 08 0.00454403 2.3 07 -0.00040692 -0.2
08 → 09 0.00477473 2.4 08 -0.00005976 -0.03
09 → 10 0.00488921 2.4 09 0.00085888 0.43
10 → 11 0.00269663 1.3 10 0.00021935 0.11

11 0.01133641 5.7



References 299

0 50 100 150 200 250 300 350 400 450 500

1,000

1,005

1,010

Key Bit

V
o
lt
a
g
e

[m
V
]

Figure 9.13.: Core voltage per measured instruction for each key bit off-
set in the fixed window length implementation of mbed TLS
inside an SGX enclave on the Xeon E3-1275 v5. The blue
marks represent 1 bits, while the red marks represent 0 bits.
Using a threshold (dashed line), they can easily be distin-
guished.

Table 9.8.: Profiling correlations (for Xeon E3-1240 v5) after 4M traces
for AES-NI in the Linux kernel for the Hamming weight (HW)
for each round and Hamming distance (HD) between rounds.
Bold entries and a |SF| ≥ 1 highlight significant statistical
dependencies.

HD ρρρ SF HW ρρρ SF

00 → 01 0.063436878 32 00 0.092565061 46
01 → 02 0.029847718 15 01 0.075098846 38
02 → 03 0.056173544 28 02 0.0022803663 1.1
03 → 04 0.057817586 29 03 0.0033372879 1.7
04 → 05 0.057572691 29 04 0.0030430309 1.5
05 → 06 0.057020521 28 05 0.0034340331 1.7
06 → 07 0.058405015 29 06 0.0038034749 1.9
07 → 08 0.05697378 28 07 0.0022000058 1.1
08 → 09 0.057203062 29 08 0.0033568495 1.7
09 → 10 0.05837099 29 09 0.0031144225 1.6
10 → 11 0.027001464 13 10 -0.0008108201 -0.16

11 0.12527739 63
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Abstract

Modern operating system kernels employ address space layout randomiza-
tion (ASLR) to prevent control-flow hijacking attacks and code-injection
attacks. While kernel security relies fundamentally on preventing ac-
cess to address information, recent attacks have shown that the hardware
directly leaks this information. Strictly splitting kernel space and user
space has recently been proposed as a theoretical concept to close these
side channels. However, this is not trivially possible due to architectural
restrictions of the x86 platform.

In this paper we present KAISER, a system that overcomes limitations
of x86 and provides practical kernel address isolation. We implemented
our proof-of-concept on top of the Linux kernel, closing all hardware
side channels on kernel address information. KAISER enforces a strict
kernel and user space isolation such that the hardware does not hold
any information about kernel addresses while running in user mode. We
show that KAISER protects against double page fault attacks, prefetch
side-channel attacks, and TSX-based side-channel attacks. Finally, we
demonstrate that KAISER has a runtime overhead of only 0.28%.

1. Introduction

Like user programs, kernel code contains software bugs which can be
exploited to undermine the system security. Modern operating systems
use hardware features to make the exploitation of kernel bugs more dif-
ficult. These protection mechanisms include making code non-writable
and data non-executable. Moreover, accesses from kernel space to user
space require additional indirection and cannot be performed through
user space pointers directly anymore (SMAP/SMEP). However, kernel
bugs can be exploited within the kernel boundaries. To make these at-
tacks harder, address space layout randomization (ASLR) can be used to
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make some kernel addresses or even all kernel addresses unpredictable for
an attacker. Consequently, powerful attacks relying on the knowledge of
virtual addresses, such as return-oriented-programming (ROP) attacks,
become infeasible [14, 17, 19]. It is crucial for kernel ASLR to withhold
any address information from user space programs. In order to eliminate
address information leakage, the virtual-to-physical address information
has been made unavailable to user programs [13].

Knowledge of virtual or physical address information can be exploited
to bypass KASLR [7, 22], bypass SMEP and SMAP [11], perform side-
channel attacks [5, 15, 18], Rowhammer attacks [6, 12, 20], and to attack
system memory encryption [2]. To prevent attacks, system interfaces leak-
ing the virtual-to-physical mapping have recently been fixed [13]. How-
ever, hardware side channels might not easily be fixed without changing
the hardware. Specifically side-channel attacks targeting the page trans-
lation caches provide information about virtual and physical addresses to
the user space. Hund et al. [7] described an attack exploiting double page
faults, Gruss et al. [5] described an attack exploiting software prefetch
instructions,1 and Jang et al. [10] described an attack exploiting Intel
TSX (hardware transactional memory). These attacks show that current
KASLR implementations have fatal flaws, subsequently KASLR has been
proclaimed dead by many researchers [3, 5, 10].

Gruss et al. [5] and Jang et al. [10] proposed to unmap the kernel address
space in the user space and vice versa. However, this is non-trivial on
modern x86 hardware. First, modifying page table structures on con-
text switches is not possible due to the highly parallelized nature of to-
day’s multi-core systems, e.g., simply unmapping the kernel would in-
hibit parallel execution of multiple system calls. Second, x86 requires
several locations to be valid for both user space and kernel space during
context switches, which are hard to identify in large operating systems.
Third, switching or modifying address spaces incurs Translation Looka-
side Buffer (TLB) flushes [8]. Jang et al. [10] suspected that switching
address spaces may have a severe performance impact, making it imprac-
tical.

In this paper, we present KAISER, a highly-efficient practical system for
kernel address isolation, implemented on top of a regular Ubuntu Linux.
KAISER uses a shadow address space paging structure to separate kernel

1The list of authors for “Prefetch Side-Channel Attacks” by Gruss et al. [5] and this
paper overlaps.
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space and user space. The lower half of the shadow address space is
synchronized between both paging structures. Thus, multiple threads
work in parallel on the two address spaces if they are in user space or
kernel space respectively. KAISER eliminates the usage of global bits in
order to avoid explicit TLB flushes upon context switches. Furthermore,
it exploits optimizations in current hardware that allow switching address
spaces without performing a full TLB flush. Hence, the performance
impact of KAISER is only 0.28%.

KAISER reduces the number of overlapping pages between user and ker-
nel address space to the absolute minimum required to run on modern
x86 systems. We evaluate all microarchitectural side-channel attacks on
kernel address information that are applicable to recent Intel architec-
tures. We show that KAISER successfully eliminates the leakage in all
cases.

Contributions. The contributions of this work are:

1. KAISER is the first practical system for kernel address isolation. It
introduces shadow address spaces to utilize modern CPU features
efficiently avoiding frequent TLB flushes. We show how all chal-
lenges to make kernel address isolation practical can be overcome.

2. Our open-source proof-of-concept implementation in the Linux ker-
nel shows that KAISER can easily be deployed on commodity sys-
tems, i.e., a full-fledged Ubuntu Linux system.2

3. After KASLR has already been considered dead by many researchers,
KAISER fully restores the former efficacy of KASLR with a runtime
overhead of only 0.28%.

Outline. The remainder of the paper is organized as follows. In Sec-
tion 2, we provide background on kernel protection mechanisms and side-
channel attacks. In Section 3, we describe the design and implementation
of KAISER. In Section 4, we evaluate the efficacy of KAISER and its per-
formance impact. In Section 5, we discuss future work. We conclude in
Section 6.

2We are preparing a submission of our patches into the Linux kernel upstream. The
source code and the Debian package compatible with Ubuntu 16.10 can be found
at https://github.com/IAIK/KAISER.

https://github.com/IAIK/KAISER
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2. Background

2.1. Virtual Address Space

Virtual addressing is the foundation of memory isolation between differ-
ent processes as well as processes and the kernel. Virtual addresses are
translated to physical addresses through a multi-level translation table
stored in physical memory. A CPU register holds the physical address of
the active top-level translation table. Upon a context switch, the register
is updated to the physical address of the top-level translation table of the
next process. Consequently, processes cannot access all physical memory
but only the memory that is mapped to virtual addresses. Furthermore,
the translation tables entries define properties of the corresponding vir-
tual memory region, e.g., read-only, user-accessible, non-executable.

On modern Intel x86-64 processors, the top-level translation table is the
page map level 4 (PML4). Its physical address is stored in the CR3 register
of the CPU. The PML4 divides the 48-bit virtual address space into 512
PML4 entries, each covering a memory region of 512GB. Each subsequent
level sub-divides one block of the upper layer into 512 smaller regions until
4 kB pages are mapped using page tables (PTs) on the last level. The CPU
has multiple levels of caches for address translation table entries, the so-
called TLBs. They speed up address translation and privilege checks. The
kernel address space is typically a defined region in the virtual address
space, e.g., the upper half of the address space.

Similar translation tables exist on modern ARM (Cortex-A) processors
too, with small differences in size and property bits. One significant
difference to x86-64 is that ARM CPUs have two registers to store physical
addresses of translation tables (TTBR0 and TTBR1). Typically, one is
used to map the user address space (lower half) whereas the other is used
to map the kernel address space (upper half). Gruss et al. [5] speculated
that this might be one of the reasons why the attack does not work on
ARM processors. As x86-64 has only one translation-table register (CR3),
it is used for both user and kernel address space. Consequently, to perform
privilege checks upon a memory access, the actual page translation tables
have to be checked.

Control-Flow Attacks. Modern Intel processors protect against code
injection attacks through non-executable bits. Furthermore, code exe-
cution and data accesses on user space memory are prevented in kernel
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mode by the CPU features supervisor-mode access prevention (SMAP)
and supervisor-mode execution prevention (SMEP). However, it is still
possible to exploit bugs by redirecting the code execution to existing
code. Solar Designer [23] showed that a non-executable stack in user pro-
grams can be circumvented by jumping to existing functions within libc.
Kemerlis et al. [11] presented the ret2dir attack which redirects a hijacked
control flow in the kernel to arbitrary locations using the kernel physical
direct mapping. Return-oriented programming (ROP) [21] is a generaliza-
tion of such attacks. In ROP attacks, multiple code fragments—so-called
gadgets—are chained together to build an exploit. Gadgets are not entire
functions, but typically consist of one or more useful instructions followed
by a return instruction.

To mitigate control-flow-hijacking attacks, modern operating systems ran-
domize the virtual address space. Address space layout randomization
(ASLR) ensures that every process has a new randomized virtual address
space, preventing an attacker from knowing or guessing addresses. Sim-
ilarly, the kernel has a randomized virtual address space every time it
is booted. As Kernel ASLR makes addresses unpredictable, it protects
against ROP attacks.

2.2. CPU Caches

Caches are small memory buffers inside the CPU, storing frequently used
data. Modern Intel CPUs have multiple levels of set-associative caches.
The last-level cache (LLC) is shared among all cores. Executing code
or accessing data on one core has immediate consequences for all other
cores.

Address translation tables are stored in physical memory. They are
cached in regular data caches [8] but also in special caches such as the
translation lookaside buffers. Figure 10.1 illustrates how the address
translation caches are used for address resolution.

2.3. Microarchitectural Attacks on Kernel Address Information

Until recently, Linux provided information on virtual and physical ad-
dresses to any unprivileged user program through operating system in-
terfaces. As this information facilitates mounting microarchitectural at-
tacks, the interfaces are now restricted [13]. However, due to the way the
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Figure 10.1.: Address translation caches are used to speed up address
translation table lookups.

processor works, side channels through address translation caches [4, 5,
7, 10] and the branch-target buffer [3] leak parts of this information.

Address Translation Caches. Hund et al. [7] described a double page
fault attack, where an unprivileged attacker tries to access an inaccessible
kernel memory location, triggering a page fault. After the page fault
interrupt is handled by the operating system, the control is handed back
to an error handler in the user program. The attacker measures the
execution time of the page fault interrupt. If the memory location is
valid, regardless of whether it is accessible or not, address translation
table entries are copied into the corresponding address translation caches.
The attacker then tries to access the same inaccessible memory location
again. If the memory location is valid, the address translation is already
cached and the page fault interrupt will take less time. Thus, the attacker
learns whether a memory location is valid or not, even if it is not accessible
from the user space.

Jang et al. [10] exploited the same effect in combination with Intel TSX.
Intel TSX is an extension to the x86 instruction set providing a hardware
transactional memory implementation via so-called TSX transactions. If
a page fault occurs within a TSX transaction, the transaction is aborted
without any operating system interaction. Thus, the entire page fault
handling of the operation system is skipped, and the timing differences are
significantly less noisy. In this attack, the attacker again learns whether
a memory location is valid, even if it is not accessible from the user space.

Gruss et al. [5] exploited software prefetch instructions to trigger address
translation. The execution time of the prefetch instruction depends on
which address translation caches hold the right translation entries. Thus,
in addition to learning whether an inaccessible address is valid or not, an
attacker learns its corresponding page size as well. Furthermore, software
prefetches can succeed even on inaccessible memory. Linux has a kernel
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physical direct map, providing direct access to all physical memory. If the
attacker prefetches an inaccessible address in this kernel physical direct
map corresponding to a user-accessible address, it will also be cached
when accessed through the user address. Thus, the attacker can retrieve
the exact physical address for any virtual address.

All three attacks have in common that they exploit that the kernel address
space is mapped in user space as well, and that accesses are only prevented
through the permission bits in the address translation tables. Thus, they
use the same entries in the paging structure caches. On ARM archi-
tectures, the user and kernel addresses are already distinguished based
on registers, and thus no cache access and no timing difference occurs.
Gruss et al. [5] and Jang et al. [10] proposed to unmap the entire kernel
space to emulate the same behavior as on the ARM architecture.

Branch-Target Buffer. Evtyushkin et al. [3] presented an attack on the
branch-target buffer (BTB) to recover the lowest 30 bits of a randomized
kernel address. The BTB is indexed based on the lowest 30 bits of the
virtual address. Similar as in a regular cache attack, the adversary oc-
cupies parts of the BTB by executing a sequence of branch instructions.
If the kernel uses virtual addresses with the same value for the lowest 30
bits as the attacker, the sequence of branch instructions requires more
time. Through targeted execution of system calls, the adversary can ob-
tain information about virtual addresses of code that is executed during
a system call. Consequently, the BTB attack defeats KASLR.

We consider the BTB attack out of scope for our countermeasure (KAISER),
which we present in the next section, for two reasons. First, Evtyushkin et al.
[3] proposed to use virtual address bits > 30 to randomize memory loca-
tions for KASLR as a zero-overhead countermeasure against their BTB
attack. Indeed, an adaption of the corresponding range definitions in
modern operating system kernels would effectively mitigate the attack.
Second, the BTB attack relies on a profound knowledge of the behavior
of the BTB. The BTB attack currently does not work on recent architec-
tures like Intel Skylake, as the BTB has not been reverse-engineered yet.
Consequently, we also were not able to reproduce the attack in our test
environment (Intel Skylake i7-6700K).



3. Design and Implementation of KAISER 309

User memory Kernel memory

0 −1
context switch

(a) Regular OS

context switch

User memory not mapped

0 −1
context switch

not mapped Kernel memory

0 −1

switch address space

(b) Stronger kernel isolation

context switch

User memory not mapped

0 −1
context switch

SMAP + SMEP Kernel memory

0 −1

switch address space

(c) KAISER

Figure 10.2.: (a) The kernel is mapped into the address space of every user
process. (b) Theoretical concept of stronger kernel isolation.
It splits the address spaces and only interrupt handling code
is mapped in both address spaces. (c) For compatibility with
x86 Linux, KAISER relies on SMAP to prevent invalid user
memory references and SMEP to prevent execution of user
code in kernel mode.

3. Design and Implementation of KAISER
In this section, we describe the design and implementation of KAISER3.
We discuss the challenges of implementing kernel address isolation. We
show how shadow address space paging structures can be used to separate
kernel space and user space. We describe how modern CPU features
and optimizations can be used to reduce the amount of regular TLB
flushes to a minimum. Finally, to show the feasibility of the approach,
we implemented KAISER on top of the latest Ubuntu Linux kernel.

3.1. Challenges of Kernel Address Isolation

As recommended by Intel [8], today’s operating systems map the kernel
into the address space of every user process. Kernel pages are protected
from unwanted access by user space applications using different access
permissions, set in the page table entries (PTE). Thus, the address space
is shared between the kernel and the user and only the privilege level is
escalated to execute system calls and interrupt routines.

The idea of Stronger Kernel Isolation proposed by Gruss et al. [5] (cf.
3Kernel Address Isolation to have Side channels Efficiently Removed.
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Figure 10.2) is to unmap kernel pages while the user process is in user
space and switch to a separated kernel address space when entering the
kernel. Consequently, user pages are not mapped in kernel space and
only a minimal numbers of pages is mapped both in user space and kernel
space. While this would prevent all microarchitectural attacks on kernel
address space information on recent systems [5, 7, 10], it is not possible
to implement Stronger Kernel Isolation without rewriting large parts of
today’s kernels. There is no previous work investigating the requirements
real hardware poses to implement kernel address isolation in practice. We
identified the following three challenges that make kernel address isolation
non-trivial to implement.

Challenge 1. Threads cannot use the same page table structures in user
space and kernel space without a huge synchronization overhead. The
reason for this is the highly parallelized nature of today’s systems. If a
thread modifies page table structures upon a context switch, it influences
all concurrent threads of the same process. Furthermore, the mapping
changes for all threads, even if they are currently in the user space.

Challenge 2. Current x86 processors require several locations to be valid
for both user space and kernel space during context switches. These
locations are hard to identify in large operating system kernels due to
implicit assumptions about the omnipresence of the entire kernel address
space. Furthermore, segmented memory accesses like core-local storage
are required during context switches. Thus, it must be possible to locate
and restore the segmented areas without re-mapping the unmapped parts
of the kernel space. Especially, unmapping the user space in the Linux
kernel space, as proposed by Gruss et al. [5], would require rewriting large
parts of the Linux kernel.

Challenge 3. Switching the address space incurs an implicit full TLB
flush and modifying the address space causes a partial TLB flush [8]. As
current operating systems are highly optimized to reduce the amount of
implicit TLB flushes, a countermeasure would need to explicitly flush the
TLB upon every context switch. Jang et al. [10] suspected that this may
have a severe performance impact.
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3.2. Practical Kernel Address Isolation

In this section we show how KAISER overcomes these challenges and thus
fully revives KASLR.

Shadow Address Spaces. To solve challenge 1, we introduce the idea
of shadow address spaces to provide kernel address isolation. Figure 10.3
illustrates the principle of the shadow address space technique. Every
process has two address spaces. One address space which has the user
space mapped but not the kernel (i.e., the shadow address space), and
a second address space which has the kernel mapped but the user space
protected with SMAP and SMEP.

The switch between the user address space and the kernel address space
now requires updating the CR3 register with the value of the corresponding
PML4. Upon a context switch, the CR3 register initially remains at the old
value, mapping the user address space. At this point KAISER can only
perform a very limited amount of computations, operating on a minimal
set of registers and accessing only parts of the kernel that are mapped both
in kernel and user space. As interrupts can be triggered from both user
and kernel space, interrupt sources can be both environments and it is not
generally possible to determine the interrupt source within the limited
amount of computations we can perform at this point. Consequently,
switching the CR3 register must be a short static computation oblivious
to the interrupt source.

With shadow address spaces we provide a solution to this problem. Shadow
address spaces are required to have a globally fixed power-of-two offset
between the kernel PML4 and the shadow PML4. This allows switching
to the kernel PML4 or the shadow PML4 respectively, regardless of the in-
terrupt source. For instance, setting the corresponding address bit to zero
switches to the kernel PML4 and setting it to one switches to the shadow
PML4. The easiest offset to implement is to use bit 12 of the physical
address. That is, the PML4 for the kernel space and shadow PML4 are
allocated as an 8 kB-aligned physical memory block. The shadow PML4
is always located at the offset +4 kB. With this trick, we do not need to
perform any memory lookups and only need a single scratch register to
switch address spaces.

The memory overhead introduced through shadow address spaces is very
small. We have an overhead of 8 kB of physical memory per user thread
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Figure 10.3.: Shadow address space: PML4 of user address space and
kernel address space are placed next to each other in physical
memory. This allows to switch between both mappings by
applying a bit mask to the CR3 register.

for kernel page directorys (PDs) and PTs and 12 kB of physical memory
per user process for the shadow PML4. The 12 kB are due to a restric-
tion in the Linux kernel that only allows to allocate blocks containing 2n

pages. Additionally, KAISER has a system-wide total overhead of 1MB
to allocate 256 global kernel page directory pointer tables (PDPTs) that
are mapped in the kernel region of the shadow address spaces.

Minimizing the Kernel Address Space Mapping. To solve challenge 2,
we identified the memory regions that need to be mapped for both user
space and kernel space, i.e., the absolute minimum number of pages to
be compatible with x86 and its features used in the Linux kernel. While
previous work [5] suggested that only a negligible portion of the interrupt
dispatcher code needs to be mapped in both address spaces, in practice
more locations are required.

As x86 and Linux are built around using interrupts for context switches,
it is necessary to map the interrupt descriptor table (IDT), as well as
the interrupt entry and exit .text section. To enable multi-threaded
applications to run on different cores, it is necessary to identify per-CPU
memory regions and map them into the shadow address space. KAISER
maps the entire per-CPU section including the interrupt request (IRQ)
stack and vector, the global descriptor table (GDT), and the task state
segment (TSS). Furthermore, while switching to privileged mode, the
CPU implicitly pushes some registers onto the current kernel stack. This
can be one of the per-CPU stacks that we already mapped or a thread
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stack. Consequently, thread stacks need to be mapped too.

We found that the idea to unmap the user space entirely in kernel space
is not practical. The design of modern operating system kernels is based
upon the capability of accessing user space addresses from kernel mode.
Furthermore, SMEP protects against executing user space code in kernel
mode. Any memory location that is user-accessible cannot be executed
by the kernel. SMAP protects against invalid user memory references in
kernel mode. Consequently, the effective user memory mapping is non-
executable and not directly accessible in kernel mode.

Efficient and Secure TLB Management. The Linux kernel generally
tries to minimize the number of implicit TLB flushes. For instance when
switching between kernel and user mode, the CR3 register is not updated.
Furthermore, the Linux kernel uses PTE global bits to preserve map-
pings that exist in every process to improve the performance of context
switches. The global bit of a PTE marks pages to be excluded from im-
plicit TLB flushes. Thus, they reduce the impact of implicit TLB flushes
when modifying the CR3 register.

To solve challenge 3, we investigate the effects of these global bits. We
found that it is necessary to either perform an explicit full TLB flush, or
disable the global bits to eliminate the leakage completely. Surprisingly,
we found the performance impact of disabling global bits to be entirely
negligible.

Disabling global bits alone does not eliminate any leakage, but it is a
necessary building block. The main side-channel defense in KAISER is
based on the separate shadow address spaces we described above. As the
two address spaces have different CR3 register values, KAISER requires
a CR3 update upon every context switch. The defined behavior of cur-
rent Intel x86 processors is to perform implicit TLB flushes upon every
CR3 update. Venkatasubramanian et al. [25] described that beyond this
architecturally defined behavior, the CPU may implement further opti-
mizations as long as the observed effect does not change. They discussed
an optimized implementation which tags the TLB entries with the CR3
register to avoid frequent TLB flushes due to switches between processes
or between user mode and kernel mode. As we show in the following sec-
tion, our evaluation suggests that current Intel x86 processors have such
optimizations already implemented. KAISER benefits from these opti-
mizations implicitly and consequently, its TLB management is efficient.
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4. Evaluation
We evaluate and discuss the efficacy and performance of KAISER on a
desktop computer with an Intel Core i7-6700K Skylake CPU and 16GB
RAM. To evaluate the effectiveness of KAISER, we perform all three
microarchitectural attacks applicable to Skylake CPUs (cf. Section 2).
We perform each attack with and without KAISER enabled and show
that KAISER can mitigate all of them. For the performance evaluation,
we compare various benchmark suites with and without KAISER and
observe a negligible performance overhead of only 0.08% to 0.68%.

4.1. Evaluation of Microarchitectural Attacks

Double Page Fault Attack. As described in Section 2, the double page
fault attack by Hund et al. [7] exploits the fact that the page translation
caches store information to valid kernel addresses, resulting in timing
differences. As KAISER does not map the kernel address space, kernel
addresses are never valid in user space and thus, are never cached in user
mode. Figure 10.4 shows the average execution time of the second page
fault. For the default kernel, the execution time of the second page fault
is 12 282 cycles for a mapped address and 12 307 cycles for an unmapped
address. When running the kernel with KAISER, the access time is 14 621
in both cases. Thus, the leakage is successfully eliminated.

Note that the observed overhead for the page fault execution does not
reflect the actual performance penalty of KAISER. The page faults trig-
gered for this attack are never valid and thus can never result in a valid
page mapping. They are commonly referred to as segmentation faults,
typically terminating the user program.

Intel TSX-based Attack. The Intel TSX-based attack presented by
Jang et al. [10] (cf. Section 2) exploits the same timing difference as the
double page fault attack. However, with Intel TSX the page fault handler
is not invoked, resulting in a significantly faster and more stable attack.
As the basic underlying principle is equivalent to the double page fault
attack, KAISER successfully prevents this attack as well. Figure 10.5
shows the execution time of a TSX transaction for unmapped pages,
non-executable mapped pages, and executable mapped pages. With the
default kernel, the transaction execution time is 299 cycles for unmapped
pages, 270 cycles for non-executable mapped pages, and 226 cycles for
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Figure 10.4.: Double page fault attack with and without KAISER:
mapped and unmapped pages cannot be distinguished if
KAISER is in place.

executable mapped pages. With KAISER, we measure a constant timing
of 300 cycles. As in the double page fault attack, KAISER successfully
eliminates the timing side channel.

We also verified this result by running the attack demo by Jang et al.
[9]. On the default kernel, the attack recovers page mappings with a
100% accuracy. With KAISER, the attack does not even detect a single
mapped page and consequently no modules.

Prefetch Side-Channel Attack. As described in Section 2, prefetch side-
channel attacks exploit timing differences in software prefetch instruc-
tions to obtain address information. We evaluate the efficacy of KAISER
against the two prefetch side-channel attacks presented by Gruss et al.
[5].

Figure 10.6 shows the median execution time of the prefetch instruction
in cycles compared to the actual address translation level. We observed
an execution time of 241 cycles on our test system for page translations
terminating at PDPT level and PD level respectively. We observed an
execution time of 237 cycles when the page translation terminates at the
PT level. Finally, we observed a distinct execution times of 212 when
the page is present and cached, and 515 when the page is present but
not cached. As in the previous attack, KAISER successfully eliminates
any timing differences. The measured execution time is 241 cycles in all
cases.

Figure 10.7 shows the address-translation attack. While the correct guess
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Figure 10.5.: Intel TSX-based attack: On the default kernel, the status
of a page can be determined using the TSX-based timing
side channel. KAISER completely eliminates the timing
side channel, resulting in an identical execution time inde-
pendent of the status.

can clearly be detected without the countermeasure (dotted line), KAISER
eliminates the timing difference. Thus, the attacker is not able to deter-
mine the correct virtual-to-physical translation anymore.

4.2. Performance Evaluation

As described in Section 3.2, KAISER has a low memory overhead of 8 kB
per user thread, 12 kB per user process, and a system-wide total overhead
of 1MB. A full-blown Ubuntu Linux already consumes several hundred
megabytes of memory. Hence, in our evaluation the memory overhead
introduced by KAISER was hardly observable.

In order to evaluate the runtime performance impact of KAISER, we ex-
ecute different benchmarks with and without the countermeasure. We
use the PARSEC 3.0 [1] (input set “native”), the Kaiserpgbench [24] and
the SPLASH-2x [16] (input set “native”) benchmark suites to exhaus-
tively measure the performance overhead of KAISER in various different
scenarios.

The results of the different benchmarks are summarized in Figure 10.8 and
Table 10.1. We observed a very small average overhead of 0.28% for all
benchmark suites and a maximum overhead of 0.68% for single tests. This
surprisingly low performance overhead underlines that KAISER should
be deployed in practice.
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Figure 10.6.: Median prefetch execution time in cycles depending on the
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default kernel, the execution time leaks information on the
translation level. With KAISER, the execution time is iden-
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Table 10.1.: Average performance overhead of KAISER.

Benchmark Kernel Runtime
Average

Overhead

1 core 2 cores 4 cores 8 cores

PARSEC 3.0
default 27:56,0 s 14:56,3 s 8:35,6 s 7:05,1 s

0.37%
KAISER 28:00,2 s 14:58,9 s 8:36,9 s 7:08,0 s

pgbench
default 3:22,3 s 3:21,9 s 3:21,7 s 3:53,5 s

0.39%
KAISER 3:23,4 s 3:22,5 s 3:22,3 s 3:54,7 s

SPLASH-2X
default 17:38,4 s 10:47,7 s 7:10,4 s 6:05,3 s

0.09%
KAISER 17:42,6 s 10:48,5 s 7:10,8 s 6:05,7 s

4.3. Reproducibility of Results
In order to make our evaluation of efficacy and performance of KAISER
easily reproducible, we provide the source code and precompiled Debian
packages compatible with Ubuntu 16.10 on GitHub. The repository can
be found at https://github.com/IAIK/KAISER. We fully document how
to build the Ubuntu Linux kernel with KAISER protections from the
source code and how to obtain the benchmark suites we used in this
evaluation.

https://github.com/IAIK/KAISER
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5. Future Work
KAISER does not consider BTB attacks, as they require knowledge of the
BTB behavior. The BTB behavior has not yet been reverse-engineered
for recent Intel processors, such as the Skylake microarchitecture (cf. Sec-
tion 2.3). However, if the BTB is reverse-engineered in future work, at-
tacks on systems protected by KAISER would be possible. Evtyushkin et al.
[3] proposed to use virtual address bits > 30 to randomize memory lo-
cations for KASLR as a zero-overhead countermeasure against BTB at-
tacks. KAISER could incorporate this adaption to effectively mitigate
BTB attacks as well.

Intel x86-64 processors implement multiple features to improve the per-
formance of address space switches. Linux currently does not make use of
all features, e.g., Linux could use process-context identifiers to avoid some
TLB flushes. The performance of KAISER would also benefit from these
features, as KAISER increases the number of address space switches.
Consequently, utilizing these optimization features could lower the run-
time overhead below 0.28%.

KAISER exploits very recent processor features which are not present on
older machines. Hence, we expect higher overheads on older machines if
KAISER is employed for security reasons. The current proof-of-concept
implementation of KAISER shows that defending against the attack is
possible. However, it does not eliminate all KASLR information leaks,
especially information leaks that are not caused by the same hardware
effects. A full implementation of KAISER must map any randomized
memory locations that are used during the context switch at fixed offsets.
This is straightforward, as we have already introduced new mappings
which can easily be extended. During the context switch, kernel memory
locations are only accessed through these fixed mappings. Hence, the
offsets of the randomized parts of the kernel can not be leaked in this
case.

6. Conclusion
In this paper we discussed limitations of x86 impeding practical kernel ad-
dress isolation. We show that our countermeasure (KAISER) overcomes
these limitations and eliminates all microarchitectural side-channel at-
tacks on kernel address information on recent Intel Skylake systems. More
specifically, we show that KAISER protects the kernel against double page
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fault attacks, prefetch side-channel attacks, and TSX-based side-channel
attacks. KAISER enforces a strict kernel and user space isolation such
that the hardware does not hold any information about kernel addresses
while running user processes. Our proof-of-concept is implemented on top
of a full-fledged Ubuntu Linux kernel. KAISER has a low memory over-
head of approximately 8 kB per user thread and a low runtime overhead
of only 0.28%.
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Moritz Lipp PHD THESIS

With abstraction layers, the implementation details of software and 
hardware components are hidden away to deal with the complexity of 
modern computer systems. While the Instruction Set Architecture (ISA) 
serves as an interface between the CPU and the software running on it, 
the computer microarchitecture is the actual hardware implementation of 
the ISA. The clearly defined interfaces do not only cover up the com-
plexity but also allow different variants of the microarchitecture to be 
built. While they all fulfill the contract defined by the ISA, they can 
differ in other aspects, such as performance, security, energy efficien-
cy, or other physical properties. Microarchitectural attacks exploit 
these variations occurring on the microarchitectural level of modern 
CPUs. With side-channel attacks and fault attacks, there are different 
ways that allow learning from and tampering with the actual implementa-
tion. These attacks allow adversaries to extract sensitive information 
processed on the system, e.g., cryptographic keys or user behavior. 

In this thesis, we expand the landscape of software-based microarchi-
tectural attacks and defenses. By exploring the security implications 
of different optimizations, we identify previously unknown attack vec-
tors, allowing us to circumvent the most fundamental security guaran-
tees of modern processors. We combine traditional physical side-channel 
analyses with software-based microarchitectural attack techniques to 
leak sensitive information processed on the CPU. We enlarge our un-
derstanding of which settings and circumstances facilitate different 
existing attacks and give new insights into developing effective and 
efficient mitigations. 
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